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Abstract

Although the £-NN classifier is considered to be an effective classification algorithm, it has
some major weaknesses that may render its use inappropriate for some application domains
and / or datasets. The first one is the high computational cost involved (all distances between
each unclassified item and all training data must be computed). Although nowadays systems
are equipped with powerful processors, in cases of large datasets, this drawback renders the
classification a time-consuming and in some cases a prohibitive procedure. Another weak-
ness is the high storage requirements for maintaining the training data. Eager classifiers (e.g.,
decision tress, neural networks) can discard the training data after the construction of the
classification model in order to save space. In contrast, the k-NN classifier must have all the
training data always available. Moreover, the classification accuracy achieved by the classifier
depends on the quality of the available training data. Noisy and mislabelled data, as well as
outliers and overlaps between data regions of different classes may mislead the algorithm and
affect the classification accuracy.

The aforementioned weaknesses constitute an active research problem. The dissertation is
motivated by these weaknesses and tries to remedy the problem. Therefore, it contributes
novel algorithms and techniques that can effectively deal with the aforementioned weak-
nesses. In other words, it proposes algorithms and techniques for efficient and effective k-NN
classification. The contributions are distinguished into three main categories: (i) new data re-
duction techniques that deal with all the weak points of the classifier and avoid the limitations
and disadvantages of existing data reduction techniques, (ii) novel hybrid algorithms that com-
bine different types of speed-up techniques and that can effectively reduce the computational
cost of the classifier, and, (iii) improvements and experimentations for existing algorithms.

The proposed algorithms, techniques and improvements are evaluated on several datasets
and experimentally compared to state-of-the-art methods. The experimental measurements
are validated by statistical tests of significance. The results illustrate that the proposed methods
satisfy the goals for which they were developed and lead to improved classification, in terms

of accuracy, preprocessing and computational cost.

keywords: k nearest neighbours, classification, clustering, data reduction, prototypes, pro-
totype selection and abstraction, condensing, editing, cluster-based methods, hybrid algorithms,

streaming / dynamic environments, time-series, preprocessing, computational cost, accuracy.
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Hepidnyn

O Ko TN YOPLOTTONTAG EYYVTEPOV YELTOVWOV ELVOL VG ATTOTEAEGHATLKOG atAYOPLONOG KorTT)-
yopromoinong. Qotdco, mepthopfavel pelovekTrpata kot aduvolieg ov tov koo Tovy okot-
TaAANAO oe cuykekpipéva medio epappoyng f/xat cbvora dedopévwv. To TpdTO petovEKTHA
elvorl To LYNAG KOG TOG KATNYOPLOTOLN GG WG ATOTEAEGHA TOL VITOAOYLOHOD TOV ATTOCTACEWY
petaE kabe aVTLKELPEVOL TPOS KATIYOPLOTTOLNGT) KOl OAMV TWV OVTLKEWHEVOV TTOL AVIJKOLV
070 6UVOAO eKTTaidELONC. AV KOl T GTJHEPLVA DTTOAOYLOTLKX GUOTHHOTA ELVOLL EPOSLUGHEVL [LE
Lo LPOUG emteEePYACTES, GE TEPUTTOCELS HEYOIAWY GLVOA®V deOPEVWV, TO GUYKEKPLUEVO ELO-
vékTnpa kablotd TV katnyoplonoinon pia Wiaitepa xpovoPopa dradikacia, 1) ekTéAeot) Tng
ormoiog propel va eival asoryopevtiky). To Se0Tepo PELOVEKTNHA XPOPA TIG HEYAAEG QTaLTT)-
oelg o¢ amobnkevtikd xwpo. Katnyopromowntég mov Pacilovtal oe povtéAa katnyoplomoin-
ong (1.x., S¢vdpa amdPOoTG, VELPWOVIKA SIKTLX) PITOPODV HETA TNV KATAOKELY TOV HOVTEAOU
va dtaypafiouv ta dedopéva exkmaidevong wote va e€otkovoprioouy xwpo. Avtifeta, o ko-
TIYOPLOTIONTAG €YYUTEPWV YELTOVWV TIPETEL Vo ExeL VTR OAa T dedopéva ekmaidevong
SwaBéopa. Etor dev eivan dvvarr) 1 e€otkovopnon aobnkevtikotd ywpov. Télog, n akpifeia
TTOV ETLTUYYXAVEL O KXTIYOPLOTIOLNTHG €YYUTEPWV YELTOVWV EXPTATOL OUTTO TNV TTOLOTNTA TOV
dedopévwv exmaidevong. Aedopéva pe B6pufo, avtikelpeva xwpig eTikéTa KAXONG, akpaio
onpelo Ko eTKOUADPELS OTLG TLEPLOYES SLOPOPETIKDOV KAXTEWDV ATTOTPOGAVATOALLOLY TOV KO-
TN YOPLOTIOLNTT] HE ATTOTEAECHX TN pelwoTn TNG akpiPelag.

To petovektrpata avtd amoteAovV pia evepyn meployr épevvag. H didaktopikr) diatpLPr
EXEL WG KIVNTPO TNV AVTILETOTLOT TOV GUYKEKPILEVWV PELOVEKTNHATOV. QG ek TOUTOL, 1) dtax-
TP CLVELGPEPEL KALVOTOHOVG AAYOPLOHOUS TTOL AVTLHETOTLLOVV e ATOTEAEGPATIKO TPOTO
TOL PELOVEKTHHaTA aLT&. Me @A AoyLa, 1) StatpiPr) Tpoteivel adyOopLBpovg Kot TeXVIKES aTo-
TeEAEGHATIKNG KATNYOPLOTOINGoNG eYYUTEPWV YELTOVWV. H cuvelcpopd éxel XwpLoTel G TPELG
Kkotnyopieg: (i) véeg Texvikég pelwong 6ykov Twv dedopévmv ekmaidevong mov avtipetomrilovy
OAO TOL LELOVEKTHHATA KO OEV TTOPOLGLALOLY TIG AOVVOULES LITOPYOVC MOV TEX VLKWV, (ii) LBpLOL-
KoUG aAyopiBpoug mov cuvdvalovy dropopeTikod TOITOL PeBOSOLS emLTAYVVEOTG pE GTOXO TNV
HeLwOT) TOL LITOAOYLGTLIKOV KOGTOUG TNG Katnyoplomoinong (iii) PeAtidoelg oe vTapyovoeg
TEYXVIKEG KO TTELPAUATLKES PEAETEC.

H am6doon tewv mpotetvopevov alyoplBpwy, texvikov Kot PeAtidoeny eAéyyOnie melpa-
HOTLKA KoL ouYkpiOnke pe yvootég ot PfAoypapio pebBddoug xpnopomoiodvrag didpopa

oOvola dedopévawv. OL TELPAPATLKEG HETPTOELS ETLKLPWOONKAY e TO N TAPAPETPLKO CTOTL-
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otTik6 teat tov Wilcoxon. Ta amoteAéopota vTodetkvoouy OTL oL axAyopLOpoL, oL TeXVLIKEG Ko
oL BEATLOGELG ETLTUYYAVOLV TOV GKOTO YL TOV OTTOL0 avartuXONKaV kat OTL 0d1yoLV Ge arto-
TEAEGHATLKY) KALTIYOPLOTOLNGT) 6€ OTL apopd TNV akpifielar, T0 KOGTOG KATNYOPLOTOLNGTG KOl

TO KOO TOG TTPO-eneEepynaiag.

AEEELG KAEWW: K eyyUTEPOL YeiTOVES, KATHYOPLOTTOINTY, CUOTASOTONTN, lelwan Oykov dedo-
UEVOV, QVTITTPOCWITOL, ETIAOYY AVTITPOCWITWV, SHUIOVPYIX AVTITPOCWITWV, CUUTUKVWOT), Emeéep-
yaoia pe oxomd t peiowon Bopuvfou, pébodor Paciouévor orn cvotadomoinon, YPpidikoi adydpibuot,
pOég Sedopévav kar dSvvapika mepiffarlovra, ypovooelpés, mpo-emekepyacio dedopévwv, vmoloyi-

OTIKO KOOTOG, akpifeia
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Evyapiotieg

H Siadwcaoia exmovnong tng didaktopikng pov dtaxtpiPng amotedel po Eexwplotn epmelpio
otn (on pov. Extog amd v emotnpovikn yvoon mov avapgifolo pov mapeixe, pe épepe
QVTLPETWITO HE TTPOKATOELG TTOL SLEVPVVAVE TLG EPEVVITLKEG HOL ALVI|OLYLEG KOaIL EVioYLoQY TNV
KPLTIKT HOL avTiAnymn kot TN Snpovpytkn pov okéPn. Ta yopokTnploTikd autd amote AoV
“kAnpovopd” yio tnv peténerta wopeia tng {wng pov. N avtotde Tovg Adyoug Oa feda var
ELYXAPLOTIOW TOVG AVOPADITOVS TTOL GLVETEAEGALY GTNV EMLTUXT OAOKATpwoT NG dtxtpLPrig.

H ovowaotikr) emifAreyn tng ddaktopikng dratpiPrg dievkoAvve Tnv ekmovnon tns. Xwpig
auvth, To £€pyo pov Ba Tay SVGKOAO KaL LoWG VoL PNV TO EPePVa LG TTEPAG. LUVETADGC, OPEIAW®
Evo pHeyaho euyaploT®d otov emiPAémovta tng dtpiPrig, kaOnyntn k. Fewpyto EvayyeAidn,
yla TNV emotnpovikn kabodnynon kot tnv ovclaotikn enifAeyn g datpiPrig kabog ko
YLt TOV QITEPLOPLETO YXPOVO 1oL apLépwae. Il Tovg idtovg Adyoug, e€icov Beppd evyaploT®
T Ao SV PEAN NG cupPovAevtiknig emitponng, k. Anpntpn AépPo, kabnyntr tov AleEdv-
dpetov TEI Beccarovikng ko k. Jose Aldana F. Montes, kaBnyntn tov [avemiotnpiov tng
Mdéraya. Eniong, evxopiotd tov k. Aewvida Kapoapntoémovro, diddxtopa tov Iavemion-
piov Maxkedoviag, yio tnv moAvTyn Poribeta ov pov tpocéepe e BEpaTa XpovoseLpOdV Kol
OTUTLOTIKTG.

Acporwg, ta péAn AEIL, ov pali pe tor péAn g cLHPBOVAEVLTIKNG EMLTPOTNG, CLUYKPOTH-
ooV TNV ENTOHEAT] EEETOCTIKT] EMLTPOTH TNG SLATPLPTIG CLVETEAEGAY BTNV EMLTUXT] OAOKAT-
pwon te. Etot, evyapiotd v k. Tewpyia Kodwvidpn, Aéktopa tov ITav. Makedoviag, Tov k.
Kovotavtivo Mapyapitn, kabnyntr tov ov. Makedoviag, tov k. Artdéotoro [omadomovlo,
emikovpo kaBnyntn tov A.ILO. ko tov k. NikoAaxo Zapapd, avamAnpwti kabnyntr tov av.
Moaxedoviag.

Emntiong, O N0eda va kv e1dikn pveior 6Toug oppodiovg Twv d00 PopEéwV oL LTOCTHPL-
Eov v ekmtovnon tng datpifric. O mpwtog popég eivar to Tdpupa Kpatikdv Ymotpopidrv
(LK.Y.), mov OxL povo pe vmootrpiEe otkovopkd ko’ OAn tn Sidprelo v SSAKTOPLKOV
oovdV, AL 1) LITOTPOYIa TOL pHoL TTapeixe pov édwaoe TN dvvaToTNTA VO Ppickopal o
ekTondevTiky adeta pe amodoyég od tn Agvtepofadpia Exmaidevon omov epydlopon ko yioo
Ta Téooepa Xpovia ekmovnong g dratpiPrig. O devtepog popéag eivon 1) Ileprpepetokn Aed-
Buvon Ipwtofaduiag kar Aevtepofaduiag Exmaidevong Avtikrig EAA&Sag ov pov yoprynoe
Vv ekmondevtikt adela. Eivon yeyovog 0tL ywplg tn yopnynon tng ekmatdevutikng adelog, 1

evopEn TV SOaKTOPLKOV pov otovd®Vv Ba Ntav avépiktn. EmmpocOeta, evyapiotd Tnv emi-
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TPOTT) EPEVVOV TOL TTaVETLOTNHIOL Makedoviag yix Tr XpHATOdOTNGN TOL HOL TTapelye Yia
TN GUHHETOXT] HOV O€ ETMLGTNHOVIKY GLVESPLAX.

O ftav mapdheryn av dev EKova avapopi GTOV TTPOIGTAPEVO POV, XAAE TAV® atd O
@iro pov, drevbuvtn Tov Avkeiov Béppov Artwloakapvaviag, Ioavvn Mrotoapn. Ot ToAD-
WPEG KaL YEPATEG eVOLLPEPOV GLINTHOELG HOG e TTAPOTPLVAY VO GUVEXIC® TIG GTTOVOEG OV
dre€ayovtag ddaktopikr épevva. Eniong evyoplotd toug kahovg pov ¢idovg Evpuridn Ilito-
piyxa ko Kipwv Etadpov yix ) BorBeia mov pov mapeiyov 61ov kot 0mote Tovg TN {fTnoo.

K\eivovtag, B NBeda v ekppaom TNV eVYVOHOGDVH HOL GTOVG YOVELG POV, AVEGTN Kol
AvO1. Toug euYapPLOT® Y TNV LITOCTNPLEN TTOL He APEPLOTI) YT HOL TTopeLYoy O Ao v T&
T XpOVIX KOG KaL Yl T1 GUVEXT) TTLpOTPLVOT] YL GUVEXLGT] TWV GTOLIMV HOL G€ UTO TO
entimedo. Eipon mpayportikd mepr@ovog yioe avtovg. Ae Ba jtoy vtepPoAn av mw OTL éva ToAD
peyaro koppatt Tng drxtpiPng tovg avrkel ko tovg aEilovv cuyyapntipla. Télog, peydho
ELXOPLOTA 0PeiAw 6TOV AVOpwITO TTOL poL opop@aivel Tn {wr. Ae Bo popovoe va elva GAAOG
€KTOG aTtd TN oLuVodoLTOPO Hov ot Lwr, ovLvyo pov, EAeva. Me aydutn, LITOpOV Kot KoTo-

vOno1 oLVEPoAE OLGLACTIKE GTNV OAOKAN PWGOT) TNG SLATPLPTG KL YLt ALTO TNG CLPLEPDOVETOLL.
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Chapter 1

Introduction

1.1 Classification

The efficiency and the effectiveness of data mining algorithms is an important research prob-
lem that has attracted the attention of both the academia and the industry [56, 109]. Classi-
fication (or supervised learning according to machine learning terminology) is a crucial data
mining task. Classification algorithms (or classifiers) [64] try to assign new, unclassified data
items to a set of predefined classes, on the basis of the available training data, i.e., a set of
already classified instances (or items). A typical classification example is to assign an email to

. <« » [13 »
either class “spam” or class “non-spam”.

Classifiers can be divided into two main algorithm categories [64]: (i) eager classifiers, and,
(ii) lazy (or instance based) classifiers. Both share the same motivation, that is, accurate class
prediction. However, they differ on how they work. Essential role for the effectiveness of the
algorithms of both categories plays the available training set. An eager classifier pre-processes
the available training data and builds a classification model that is then used to classify new,
unclassified items. On the other hand, lazy classifiers do not build any classification model. In
effect, they consider the training dataset as the classification model. A lazy algorithm classifies
a new item by scanning the training set at the time it arrives.

Since eager classifiers build a classification model before the arrival of any new item, the
classification process is very fast. Although lazy classifiers do not spend any time to build
classification models, their classification process is more time-consuming than that of eager

classifiers. A drawback of eager classifiers is that they have to generate a single hypothesis that



covers the entire training set. This is not always feasible, may affect the classification accuracy
and may render the construction of the classification model an extremely time-consuming and
complicated pre-processing task. On the other hand, lazy classifiers use the entire training set
and, thus, can adopt more complex hypothesises about the data. Consequently, they may
improve the classification accuracy. A disadvantage of lazy classifiers is that they require all
the training data to be always available, which leads to high storage requirements. In contrast,
in eager classification, after the construction of the classification model, the training data can
be removed in order to save space .

During the past decades, the problem of classification has attracted the interest of many
researchers from different research fields of computer science. Therefore, various eager and
lazy classifiers have been proposed and are available in the literature.

Classification decision trees [[110] constitute a well-known subcategory of eager classifiers.
Based on the available training data, these classifiers build a tree structure that is used to
classify new items. Other eager classifiers are based on artificial neural networks [59, 141].
A neural network is first trained by the training items and then it performs classifications.
Probabilistic classifiers belong also to the eager classifiers category. They build a classification
model that is based on probabilities. One characteristic example of a probabilistic classifier
is the naive Bayes classifier [37, 142]. Another subcategory of eager algorithms includes the
classifiers based on association rules mining [119]. They discover association rules within the
available training data. These rules are used for classification purposes.

On the other hand, the category of the lazy classifiers includes the well-known k Nearest
Neighbours classifier [28, 27] and the case-based reasoning classification methods [74]. The %

Nearest Neighbours classifier is the research subject of study of the this dissertation.

1.2 The k-Nearest Neighbours classifier

The k-Nearest Neighbours (k-NN) classifier [28, 27] is an effective and extensively used lazy
classification algorithm. It is a simple and easy to implement classifier, can be exploited in
many application domains and can be easily integrated in many systems. Moreover the k-
NN classifier is analytically tractable and for £ = 1 and unlimited items the error rate is
asymptotically never worse than twice the minimum possible, which is the Bayes’ rate [27].
Since the k-NN classifier is a lazy classifier, it does not build any classification model. The

algorithm uses the training data whenever a new item needs to be classified. In particular, it



Figure 1.1: k Nearest Neighbours classification process with £ = 3 and k£ = 5

classifies an item x by searching in the available training data and retrieving the k nearest items
(neighbours) to = according to a distance metric. Then, z is assigned to the most common class
among the classes of the retrieved k nearest neighbours. This class is often called the major
class and is determined via a procedure known as the nearest neighbours voting. Note that
when k = 1, the algorithm is also known as nearest neighbour classifier (or 1-NN rule).

Figure [L.1)illustrates a two-dimensional example of the classification process. More specif-
ically, it shows a dataset with two classes, squares and circles, and a query item (Q)) that needs
to be classified to one of these classes. If we set k£ to be equal to three (solid line circle in
Figure [L.1)), @ is classified to the class circle because two of the three nearest neighbours are
circles. On the other hand, if & is set to be equal to five (dashed line circle in Figure [L.1), the
query item is assigned to the class square because three of the five neighbours belong to class
square.

The classification performance certainly depends on the selection of the value of parameter
k. The value of k that achieves the highest classification accuracy depends on the dataset used
and its determination usually implies tuning via costly trial-and-error preprocessing tasks.
Although the determination of k can not follow any general rule and the “best” k may be com-
pletely different for different datasets, larger k values are appropriate for datasets with noise
since they examine larger neighbourhoods. However, they do not clearly define the bound-
aries between distinct classes. In contrast, small parameter values render the classifier more
noise-sensitive. Therefore, in cases of training data that contains noise, classification is prob-

ably less accurate. It is worth mentioning that even the best k£ value may not be optimal. This



happens because the k-NN classifier uses a unique k value. Different k£ values may be optimal
for different regions of the data space. Consequently, heuristics for dynamic determination
of k [105] can be adopted that can achieve higher accuracy than the £-NN classifier with its

“best” k value determination.

In cases of binary classification problems (datasets with two classes), k£ should have an
odd value to avoid ties (both classes are the most common) during nearest neighbours voting.
In cases of non-binary problems, k£ can have any value. Here, possible ties during voting
are resolved by selecting either a random “most common” class or the class of the nearest
neighbour. The popular Weka software [53] and many other data mining / machine learning
software tools resolve ties randomly. In the experimental studies of this dissertation, we adopt

the single nearest neighbour classifier to resolve ties.

Another important issue that should be addressed is the selection of the metric used to
compute the distance between items. Certainly, this decision should take into consideration
the data types of the dataset attributes (variables). In cases of real and / or integer attributes,
the Euclidean distance is the commonly-used distance metric. However, other distance met-
rics can be adopted (e.g., Mahalanobis, Manhatan, Minkowski, Chebyshev) [35]. Many other
similarity measures have been proposed to handle nominal attributes (non-metric spaces).
However, all experimentations in this dissertation are conducted on datasets with real and /
or integer attributes. Therefore, we adopt the Euclidean distance as the distance metric. Con-
sequently, data items described by n attributes are considered as data points (or vectors) in
the n-dimensional Euclidean metric space, and the Euclidean distance between points p and ¢

is given by:

d(p,q) = d(q,p) = V(q1 — 1)+ (2 —p2)2 4+ ... 4+ (g — pn)? =

Different attribute ranges can affect the distance value. Even in cases where all attributes
have the same significance, attributes with wide ranges have higher impact on the distance
value than attributes with narrower ranges. Suppose that attribute “salary” ranges from 800 to
5000 and attribute “number of children” takes values from 0 to 6. With both attributes having
the same significance, “salary” has higher impact in the distance computation than “number
of children”. Therefore, the range of the attributes should be normalized to a particular in-

terval range (e.g., [0, 1]). Assume that a dataset contains n items and an attribute e should be



normalized to [0, 1]. The attribute value of the i-th item, i = 1, ..., n is normalized as follows:

€ — Emm

normalized(e;) = I

where F,.;, and E,,,, are the minimum and maximum values for attribute e, respectively.
Data normalization is a common preprocessing procedure in many data mining tasks. Some

data mining software suites apply it by default.

Several variations of the k-NN classifier have been proposed. The most important one is
the distance-weighted k-NN rule [39] that uses a distance-weight function to weight more
heavily the closer neighbours than the further ones. The nearest neighbour is weighted by
one while the furthest of neighbour is weighted by zero. The weights of all other neighbours
are scaled to this interval. A new item is classified by a majority weighted vote: it is assigned

to the class with the largest sum of weights.

1.3 Motivation / Weaknesses of the k-NN classifier

Although the £-NN classifier is considered to be an effective method, it has some weaknesses
that may render its use inefficient. The first weak point is the high computational cost in-
volved. The k-NN classifier must compute all distances between each unclassified item and all
items stored in the training set. In cases of large datasets, this drawback renders its use a time-
consuming and in some cases a prohibitive procedure. For instance, suppose that a classifica-
tion system stores 100,000 training items. In addition, suppose that the system should classify
about 50,000 unclassified items by executing the k-NN classifier over the training data. This
means that the system must compute five billion distances. Although nowadays systems are
equipped with powerful processors, these computations are time-consuming and unaccept-
able in cases of time-constraint environments. We should mention that, apart from the size
of the training set, the computational cost of the classification task also depends on the data
dimensionality. The higher the data dimensionality, the more the computations performed for

a distance computation.
Another weakness of the k-NN classifier is the large storage requirements for the training
data. Contrary to eager classifiers that can discard the training data after the construction

of the classification model, the k-NN classifier needs the training data to be always avail-



able. Consequently, the k-NN classifier must be executed on computer systems equipped with
enough main memory to store the training data.

The last weakness is that the k-NN classifier, like many other classification methods, is a
noise-sensitive method. In particular, the classification accuracy highly depends on the quality
of the training data. Noise and mislabelled data, as well as outliers and overlaps between
data regions of different classes, lead to less accurate classification. Usage of high & values
extends the examined neighbourhood and, thus, can partially remedy this drawback. However,
it implies a high number of trial-and-error executions to determine the appropriate k value and
the noise is uniformly distributed in the training set.

These weaknesses constitute an active research problem and have attracted the interest of
the data mining research community. This dissertation is also motivated by these weaknesses

and contributes novel algorithms and techniques to address them.

1.4 Method categories for efficient and effective k-NN classi-

fication

Although most of the recent research efforts focus on the reduction of the computational cost
of the £-NN classifier, numerous algorithms and techniques have been proposed that can deal
with the other weak points of the classifier. A possible categorization of methods for improved
k-NN classification is: (i) Multi-attribute Indexes, (ii) Data Reduction Techniques, and, (iii)
Cluster-Based Methods.

Multi-attribute indexes [[112, 139, 22] can accelerate the nearest neighbours searches and,
as a consequence, they can speed-up the k-NN classifier. However, storage requirements in-
crease, since, in addition to the training data, the index must be stored, too. Moreover, indexes
can be applied only on datasets with moderate dimensionality (e.g., 2-10). In higher dimen-
sions, the phenomenon of the dimensionality curse makes sequential scans more effective than
indexes [129]. Thus, it is essential to first apply a dimensionality reduction technique, such
as the Principal Component Analysis (PCA) [67]. Unfortunately, PCA may lead to significant
information loss. In addition, each unclassified item should be transformed before searching
for its nearest neighbours. Therefore, classification may become less efficient.

Data Reduction Techniques (DRTs) have two points of view: (i) item reduction, and, (ii) di-

mensionality reduction. The dissertation considers them from the first point of view. DRTs can



effectively cope with all weaknesses. They can be grouped into two main algorithm categories:
(i) prototype selection algorithms [48], and, (ii) prototype abstraction [[123] algorithms. Proto-
type selection algorithms select representative items (or prototypes) from the initial training
set, whereas prototype abstraction algorithms generate items by summarizing on similar train-
ing items and use them as prototypes. In effect, each prototype represents a specific data area

of the multidimensional space.

Prototype selection algorithms are divided into two subcategories. They can be either
condensing or editing algorithms. Prototype abstraction and condensing algorithms have the
same motivation. They aim to built a small representative set of the initial training data. This
set is usually called the condensing set. Usage of a condensing set has the benefits of low
computational cost and storage requirements, while classification accuracy is not negatively
affected. On the other hand, editing algorithms aim to improve accuracy rather than achieve
high reduction rates. To achieve this, they try to improve the quality of the training data
by removing noise, outliers and mislabelled items and by smoothing the decision boundaries
between classes (see Figure R.4). Ideally, an editing algorithm builds an edited training set
without overlaps between the classes. Figure [.4 summarizes the aforementioned categories
in a hierarchical taxonomy. It is worth mentioning that some condensing algorithms integrate

the idea of editing. In [48], they are called hybrid algorithms.

Prototype selection and abstraction algorithms are reviewed and compared to each other
in [48] and [[123], respectively. Also, both of these papers present interesting taxonomies.
Other relevant reviews can be found in [[122, 131, 65, 51, 17, 84, 76]. Furthermore, Chapter @

presents a short review of the most significant DRTs.

Cluster-based methods can speed-up the £-NN classification process. Like multi-attribute
indexes and contrary to DRTs, they do not reduce the size of the training set. Moreover,
they do not improve the quality of the training data. Their unique goal is the reduction of
the computational cost. To achieve this, cluster-based methods pre-process the training data
and group it into clusters. For each new item, they dynamically form an appropriate training
subset of the initial training set, which then is used to classify the new item. This subset is

usually called reference set and is a union of some clusters.
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Figure 1.2: Categories of data reduction techniques: An hierarchical taxonomy

1.5 Contribution / Dissertation organization

This dissertation focuses on DRTs and cluster-based methods. It contributes new, novel DRTs
and proposes improvements for existing methods. Moreover, it proposes hybrid classification
schemas that combine DRTs and cluster-based methods. In this section, we summarize the
main findings and the contribution and, at the same time, we present the organization of the

dissertation.

Chapter f presents a survey of existing methods for efficient and effective k-NN classifi-
cation. Prototype selection and abstraction algorithms as well as cluster-based methods and
multi-attribute indexes are reviewed. Their advantages and drawbacks are discussed. Al-
though Chapter f| emphasizes on the methods implemented in the context of the dissertation
and used for comparison purposes in the experimental studies, it briefly reviews all the state-
of-the-art methods. In addition, Chapter f discusses k-means clustering that is the base of the

methods introduced in the following chapters.



Chapter [ contributes new DRTs based on forming clusters containing items of a specific
class only (homogeneous clusters). More specifically, the chapter introduces a family of four
novel fast and non-parametric (independent of tuning parameters) algorithms. These are (i) the
Reduction through Homogeneous Clusters (RHC) algorithm [92, 91], (ii) the dynamic version
of RHC (dRHC) [91], (iii) the Editing through Homogeneous Clusters (EHC) algorithm [98§]
and (iv) the Editing and Reduction through Homogeneous Clusters (ERHC) algorithm [89].
Although they are based on the same idea, each one aims to a different goal. RHC is a pro-
totype abstraction algorithm that achieves high reduction rates with low preprocessing cost
while maintaining k-NN classification accuracy at high levels. dRHC is a dynamic prototype
abstraction algorithm that incrementally builds its condensing set and, therefore, is appropri-
ate for dynamic / streaming environments [[1] where new training data is gradually available
and for very large datasets that can not fit in main memory. EHC is an editing algorithm that
improves the quality of the training data by removing noise, outliers and mislabelled data as
well as by smoothing the decision boundaries between distinct classes. ERHC combines the
idea of RHC with that of EHC. In effect, it is a variation of RHC that can effectively deal with

datasets with noise.

Chapter [§ also focuses on data reduction. It proposes two additional prototype abstraction
algorithms, namely, (i) the Abstraction IB2 (AIB2) algorithm [96, 88], and, (ii) the Reduction
through £ Means (REM) algorithm [95]. AIB2 is a prototype abstraction version of the well-
known IB2 algorithm. It inherits all the good properties of IB2 but it performs better. RkM is a
simple noise-tolerant prototype abstraction algorithm that is based on k-means clustering [[79,
133].

Chapter f proposes novel methods that combine different speed-up strategies for fast k-
NN classification in hybrid classification schemas. Although they do not reduce the storage
requirements, they accelerate the classification process. The chapter introduces three hybrid
classification methods and variations. First, a fast, hybrid and model-free classification al-
gorithm and two variations [101] are proposed. The reduction of the computational cost is
achieved by the combination of the conventional k-NN and the minimum distance [38] clas-
sifiers. Then, a classification method is proposed that combines the idea of DRTs with that of
cluster-based methods to achieve the desirable performance [102, 90]. The particular method
can be used either to improve accuracy at a lower cost, or to reduce cost at a minimum level
without sacrificing accuracy. This is achieved by appropriately adjusting a set of input param-

eters. The last section of Chapter [ extends the aforementioned idea and proposes a hybrid



classification method that also combines the strategy of data reduction with that of cluster-
based methods [97, 94]. However, the proposed method is non-parametric (independent of
tuning parameters). A variation of the aforementioned method is also proposed that can im-
prove the performance of state-of-the-art DRTs.

Chapter [§ presents some additional research tasks and experimentations conducted in the
context of the dissertation. Initially, it elaborates on fast time series classification through
general-purposes DRTs [[104, 103]. Then, it deals with the recently proposed Prototype Selec-
tion by Clustering (PSC) algorithm [86, 85, 87] that is a prototype abstraction algorithm based
on k-means clustering. In particular, Chapter [f demonstrates that the reduction rate and the
accuracy of PSC can be improved by generating a large number of clusters [93]. Finally, the
chapter focuses on the cluster-based method proposed by Hwang and Cho [62] by present-
ing an extensive experimental study. The results show that if a set of parameters is carefully
defined, one can achieve improved classification performance.

Chapter [] concludes the dissertation by summarizing on its findings and contribution. In
addition, it gives some research directions for future work. Last but not least, Appendix [A
presents WebDR [99], a web-based application developed during the PhD research and offers
all DRTs coded in the context of the dissertation available on-line. In effect, WebDR is a work-
bench that allows the user to plan and run experiments as well as to evaluate the performance

of DRTs over several know datasets through the web.

10



Chapter 2

Background knowledge

2.1 Data Reduction Techniques

2.1.1 Introduction

As already mentioned in Section [1.4, there are two categories of Data Reduction Techniques
(DRTs) [[123, 48, [76, 122, 131, 65, 51, 17, 84]: prototype selection and prototype abstraction
algorithms. In addition, prototype selection algorithms are distinguished into condensing and
editing algorithms. Prototype abstraction and condensing algorithms can cope with the weak-
nesses of the £-NN classifier regarding the high classification computational cost and storage
requirements. This is achieved by building a small representative set of the initial training
data. This set is called the condensing set and contains only essential items. Applying the k-
NN classifier using the condensing set, one has the benefits of much lower computational cost
and storage requirements, whereas accuracy remains high or does not degrade significantly.
On the other hand, editing algorithms attempt to improve the accuracy by removing training
data that is noise and smoothing the decision boundaries between classes.

DRTs can be evaluated using three criteria. The first one is the reduction rate that indicates
how much smaller the size of the condensing set is with regards to the size of initial training
set. Practically, it is the ratio of the number of discarded items over the number of initial items
of the training set. Obviously, the higher the reduction rate, the faster the £-NN classification.
Another major criterion is the classification accuracy achieved by the k-NN classifier when it
runs over the condensing set. The third criterion is the preprocessing computational cost, that

is, the cost required to build the condensing set. For certain domains, one criterion may be

11



Classification step

- New data
Preprocessing step

CyF

------

L] 1
i t~--*"1 ' Prototype abstraction AEETT =
e Editin ' . v . - -
Initial algolrilthgm —, Edited = or condensing —» Condensing ; Ik N.'f\!
data . data @ algorithm set : classitier
’ L] L}

o

Predictions

Figure 2.1: k-NN classification through data reduction

more critical than another. However, all of them should satisfy certain minimum requirements.

The dissertation considers all criteria as having the same significance.

Although editing has a completely different goal than the other DRTs, it can be used to
improve their performance by increasing their reduction rates and / or accuracy levels. More
specifically, the reduction rates of many prototype abstraction and condensing algorithms de-
pend on the level of noise in the training data. High levels of noise in the training set prevent
many condensing or prototype abstraction algorithms from achieving high reduction rates. In
effect, the higher the level of noise, the lower the reduction rates achieved. Therefore, effective
application of such algorithms implies removal of noise from the data, i.e., application of an
editing algorithm beforehand [29, 76]. Hence, an editing algorithm should be used on a train-
ing set with noise in order to either improve accuracy or make the application of condensing

and prototype abstraction algorithms more effective.

Figure summarizes the £-NN classification process through data reduction. The
whole process includes two phases, preprocessing and classification. Certainty, the pre-
processing phase is optional. In general, there are four possible types of preprocessing: (i)
no-preprocessing, (ii) only editing, (iii) only condensing, and (iv) both editing and condens-
ing. If the training set does not contain noise and misleading data and its size is small, no
preprocessing is required. When the size of the training set is small, but it contains noise,
only an editing algorithm should be executed during preprocessing. On the other hand, in

cases of large and noise-free training sets, data reduction without editing should be executed.
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Finally, in cases of large and training data with noise, both kinds of preprocessing algorithms

must be ran. All four types of preprocessing are available on WebDRE (see Appendix [A).

The goal of a complete data reduction preprocessing procedure is to build a noise-free
condensing set by keeping or generating for each class a sufficient number of prototypes that
are essential for the £ nearest neighbours classification. We should mention that many DRTs
have been implemented under the KEEL software [7], which is an open-source Java-based

framework.

2.1.2 Prototype selection algorithms for data editing

Editing algorithms improve the quality of the training data by removing outliers, noise and
mislabelled items as well as by smoothing the class decision boundaries. Ideally, an editing
procedure tries to create a training set without overlaps between classes. Figure P.d presents
the type of data that editing algorithms try to remove. In this section, three state-of-the-art
editing algorithms are explained in detail. They have been coded in C and are used for com-
parison purposes in Chapter B. Moreover, they are available on WebDR and can be executed

on-line. In addition, the most popular editing algorithms are briefly surveyed.

O p e
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(a) Initial training set (b) Edited set

Figure 2.2: Smoothing decision boundaries and removing noise
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The Edited Nearest Neighbor (ENN) rule

The reference editing algorithm is Wilson’s Edited Nearest Neighbor (ENN) rule [132]. It con-
stitutes the base of all other editing algorithms. ENN-rule is very simple. Algorithm [l lists the
pseudo-code of ENN-rule. Initially, the edited set (£.S) is set to be equal to the training set
(T'S) (line 1). For each item z of TS, the algorithm scans 7S and retrieves its k nearest neigh-
bours (line 3). If x is misclassified by the majority vote of the retrieved nearest neighbours,
it is removed from ES (lines 4-7). ENN-rule considers wrongly classified items to be noise or
close-border items and, thus, they must be removed. Note that, in each algorithm iteration,
ENN-rule searches for nearest neighbours in the original training set and not in the “under

construction” edited set.

Algorithm 1 ENN-rule
Input: 7S, k
Output: £S
1. BES TS
2: foreachx € T'S do
3:  NNs < find the k nearest to x neighbors in 7'S — {z}
4 majorClass < find the most common class of NNs
5. if Xeess # majorClass then
6
7

ES + ES — {x}
end if
8: end for
9: return EFS

Obviously, the cost of editing depends on the size of the training set. In cases of large
datasets, ENN-rule is a time-consuming algorithm. ENN-rule must compute all distances be-

Nx(N-1) X(év —1 distances must be computed, where N is the

tween the training items. Therefore,
number of items in the training set.
A crucial issue that should be addressed is the determination of the value of k that deter-
mines the size of the examined neighbourhood. [[131, 49, 84] consider £ = 3 to be a typical
value. This is adopted in many papers (e.g. [113]), whereas, other papers use £ = 3 and ad-
ditional k values (e.g., [118, 58]). In some cases, researchers determine the value of k that
achieves the best performance through trial-and-error procedures (e.g., [126]). In [132], the
impact of k is discussed in detail. Furthermore, in [58], a large number of k£ values are ex-

perimentally evaluated. It turns out that the best value of £ depends on the dataset at hand
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and should be determined by considering the distribution of items in the multidimensional
space. Even the best value of £ may not be optimal and it may remove items that are not noise
(see [49]) or keep items that are noise. This happens because ENN-rule uses a unique k value

for the entire training set. Different k£ values may be optimal for different regions in space.

All k-NN

All-ENN [[120] is a popular variation of ENN-rule. It iteratively executes ENN-rule with dif-
ferent k values (see Algorithm [f). AIl-kNN adopts kmaz as an upper limit for the value of
k. Initially, the edited set (£S) is set to be the whole training set (7'S) (line 1). For each item
x in T'S (line 2), All-kNN applies the k-NN classifier on the items of 7'S (lines 6-7), initially
with £ = 1, and tries to remove x from F S in a way similar to ENN-rule. If = is misclassified,
it is removed and the procedure continues with the next item (lines 8-10). Otherwise, k is
incremented by one (line 12) and the algorithm retries to remove x. If the item is not removed
after kmax iterations (line 5), x remains in the final £/S and All-kNN continues with the next
item.

Algorithm 2 All-kNN
Input: 7S, kmax

Output: £'S
1: ES« TS
2: foreach x € T'S do
3: k+1
4 flag < FALSE
5. while (k < kmax) and (flag == FALSFE) do
6: NN s < find the k nearest to = neighbors in 7'S — {z}
7: majorClass < find the most common class in NN s
8: if 24455 # majorClass then
9: ES «+— ES — {LL'}
10: flag <~ TRUFE
11: end if
12: k+—Fk+1
13:  end while
14: end for

15: return ES

Since All-ENN uses more than one values for &, it removes more items than ENN-rule.

Although All-kNN is an iterative version of ENN-rule, an efficient implementation of it does
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not re-compute the same distances again and again. Therefore, All-kNN computes as many
distances as ENN-rule and is parametric, too. The value of kmax must be determined by the
user. This usually implies tuning via trial-and-error. Garcia-Borroto et al. consider kmax = 7

or kmaz = 9 to be appropriate values [49].

Multiedit

Multiedit [34] is another well-known editing approach. Its pseudo-code is presented in Al-
gorithm [, Initially, the edited set (ES) is set to be equal to the training set (7°S) (line 1).
Then, T'S is divided into n random subsets, s1, So, . .., S, (line 5). The algorithm continues by
applying ENN-rule over each item x € s; (line 7) of each subset s; (line 6), but searching for
the single nearest neighbor (1-NN) in the modulo n following subset, i.e., S(i41) mod n (line 8).
The misclassified items are removed from F.S (line 10). If at least one item is removed, T'S is
set to be £S (line 20) and the whole process is repeated. Multiedit continues until the last R
iterations produce no editing (lines 11,15-16,21).

Here, parameter £ is not used since multiedit utilizes the 1-NN classifier. However, pa-
rameters n and R influence the resulting edited set. Parameter n > 3 determines the number
of subsets. In many papers (e.g., [49, 118]), n = 3 is either adopted or proposed. Parameter 1
determines the number of non-editing iterations. In [49], R = 2 is suggested as an appropri-
ate value. Nevertheless, the best values for these parameters can not be determined without
tuning through a trial-end-error procedure.

Multiedit usually achieves higher reduction rates than ENN-rule. It can successfully re-
move noise, outliers and close-border items. However, it may also remove items that are not
noise. If items of two or more classes are close to each other, multiedit may eliminate en-
tire classes [49]. Another drawback of multiedit is that it is based on a random formation of
subsets, i.e., repeated applications may build a completely different edited set from the same
training set.

Multedit is usually more time-consuming than ENN-rule. However, it may compute even

w distances. An implementation of multiedit that does not compute a dis-

fewer than
tance more than once should have the distances that have been already computed available
until the end of the execution. Therefore, such an implementation requires more memory. In
case of a simple implementation where each distance may be computed more than once, the

computational cost of the algorithm highly depends on the value of R.

16



Algorithm 3 Multiedit

Input: 7S, n, R
Output: £S
1: ES <« TS
2270
3: repeat

4:

flag < FALSE

5. S < set of n random subsets, s1, So, ..., s, of T'S
6: foreachs; € Sdo
7: for each z € s; do
8: nn < find the nearest neighbor in ;1) mod n
9: if Telass 7& NNelass then

10: ES + ES — {x}

11: flag < TRUE

12: end if

13: end for

14:  end for

15:  if flag == FALSE then

16 r<—r+1

17:  else

18: r <0

19:  end if

2. TS+ ES

21: until == R {until none of the last R iterations edit data}

22: return ES

Other editing algorithms

Three state-of-the-art editing algorithms were previously presented. They are used for com-

parison purposes in our experimental study in Chapter . Many more editing approaches have

been proposed in the literature.

the same class. In [58], another simple variation of ENN-rule is proposed that places an item

in the edited set, only if all its £ nearest neighbours have the same class label with it (distance

EENProb and ENNth [[126] are extensions of ENN-rule. Both retrieve the k nearest neigh-
bors, and then perform editing based on probability estimations. Repeated ENN (RENN)
rule [[120] is also a variation of ENN-rule. Actually, it is quite similar to All-ANN. RENN-

rule applies ENN-rule in an iterative way until each item’s majority of k£ nearest items have

ties increase the value of k).
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Sanchez et al. proposed two editing algorithms that are based on geometric information
provided by proximity graphs [[118]. They are also based on the concept of removal of mis-
classified items. To the best of our knowledge, they are the only non-parametric editing al-
gorithms. Nevertheless, the type of proximity graphs used influence the resulting edited set.
In [118], two types of proximity graphs were used. Consequently, four editing approaches
were obtained and evaluated. From this point of view, even these algorithms can be charac-
terized as parametric methods.

k-NCN editing and its iterative version [[113] are also based on ENN-rule. Particularly, they
use the k nearest centroid neighbourhood classifier [117] instead of the £-NN classifier. Both
are based on the following simple idea: the appropriate neighbourhood that should be exam-
ined for each item is determined by taking into consideration not only its nearest neighbours
but also the symmetrical distribution of neighbours around it.

In [[13, 113] a depuration algorithm is proposed for editing training data. In addition to
removing some training items, the algorithm also changes the class labels of some items. To
achieve this, it uses two input parameters (see [13] or [113] for details). [66] considers and
evaluates editing approaches based on the depuration algorithm and proposes the Neural Net-
work Ensemble Editing (NNEE). This method is also parametric. NNEE trains a neural network
ensemble that is then used to relabel some items. Last by not least, a recent paper [[115] pro-
poses the use of local support vector machines for noise reduction. Like the other methods,

its performance depends on parameter tuning.

2.1.3 Prototype selection algorithms for data condensation

This subsection presents in detail three state-of-the art condensing algorithms. These algo-
rithms were coded in C and can be executed on-line through WebDRE (see Appendix [A). They
are used for comparison purposes in the next chapters of the dissertation. Moreover, the sec-

tion presents a short survey of other well-known condensing algorithms.

Condensing Nearest Neighbour rule

The Condensing Nearest Neighbour (CNN) rule [57] is the earliest and also a reference con-
densing algorithm. It is used in many papers for comparison purposes. CNN-rule (and many

other DRTs) builds its condensing set based on the following simple idea. Items that lie in

Zhttps://ilust.uom.gr/webdr
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the “internal” data area of a class (i.e., far from class decision boundaries) are useless during
the classification process. Consequently, they can be removed without loss of accuracy. By
adopting this idea, CNN-rule tries to place into the condensing set only the items that lie in
the close-class-border data areas. They are the only essential items for the classification pro-
cess. Figure P.3 depicts this strategy. The idea is that the k-NN classifier will be able to have
similar accuracy using either the training set or the condensing set. However, the usage of
the condensing set involves much lower computational cost and storage requirements than

the training set.

(a) Training set (b) Condensing set

Figure 2.3: Initial training data and close-class-border data

CNN-rule tries to keep the close-class-border items as follows (see Algorithm [). Initially,
an item of the training set (7'S) is moved to the condensing set (C'S) (line 2). Then, CNN-rule
applies the 1-NN rule and classifies the items of 7'S by scanning the items of C'S (line 6). If an
item is misclassified, it is moved from 7'S to C'S (lines 7-11). The algorithm continues until
there are no moves from 7'S to C'S during a complete pass of 7'S (line 13). This ensures that
the content of 7S is correctly classified by the content of C'S. The remaining content of 7'S
is discarded (line 14).

CNN-rule considers that misclassified items are probably close to decision boundaries and
so they must be placed in the condensing set. Obviously, items that are noise are misleading.
CNN-rule wrongly places that kind of items with their neighbourhood (items that are close

to them) in the condensing set. Therefore, the reduction rate (and the preprocessing cost) is
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Algorithm 4 CNN-rule
Input: 7'S Output: C'S

1: S+ o
2: pick an item of 7'S and move it to C'S
3: repeat
4  stop+ TRUFE
5. foreachxz € TS do
6: NN < Nearest Neighbour of z in C'S
7: if NNclass 7é Tclass then
8: CS «+ CSuU{z}
9: TS« TS —{x}
10: stop < FALSE
11: end if
122 end for
13: until stop == T'RU E {no move during a pass of 7'S}
14: discard 7'S
15: return C'S

affected by high levels of noise. Of course, the number of discrete classes may also affect the
reduction rate. The more classes, the more boundaries probably exist and as a consequence

more prototypes are collected.

An advantage of CNN-rule is that it is a non-parametric approach. It determines the num-
ber of the prototypes automatically, without user-defined parameters. Another desired prop-
erty is that CNN-rule through the multiple passes over the data guarantees that the removed
training items can be correctly classified by executing 1-NN rule in the context of the final
condensing set. A drawback is that the resulting condensing set depends on the ordering of
the training set items. Therefore, CNN-rule builds a different condensing set by examining
the same training data in a different order.

Furthermore, CNN-rule cannot handle new training data, i.e., is non-incrementall. This
means that new training data cannot update an already constructed condensing set. CNN-
rule involves multiple passes over the data and it cannot use training data available at a later

time to update its condensing set. To construct an updated condensing set, CNN-rule needs to

*In the literature [48, 123], DRTs can be incremental or decremental depending on the way they build their
condensing set. An incremental DRT begins with an empty condensing set and adds items to it, whereas a decre-
mental DRT uses the whole training set as the initial condensing set and then removes items. In this dissertation,
the use of term incremental refers to the ability of the DRT to update an already constructed condensing set
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Algorithm 5 IB2

Input: 7'S Output: C'S
1: S+ o

2: pick an item of 7'S and move it to C'S

3: foreachx € T'S do

4: NN < Nearest Neighbour of x in C'S

5: if NNclass # Tclass then

6

7

8

9

CS «+ CSU{zx}
end if
TS« TS —{x}
: end for
10: return CS

be executed from scratch over the complete training set (new and old training data). Therefore,
the training items that do not enter the condensing set should be retained. Hence, CNN-rule is
inappropriate for dynamic / streaming environments [[1] where new training data is gradually

available. In addition, CNN-rule requires that all training items are memory resident.

The IB2 algorithm

IB2 belongs to the well-known family of Instance-Based Learning (IBL) algorithms [5, 4] and
is based on CNN-rule. In effect, IB2 constitutes a simple one pass variation of CNN-rule.
Algorithm [ presents IB2 in pseudo-code. Each training item = € T'S is classified using the
1-NN classifier on the current C'S (line 4). If x is classified correctly, it is discarded (line 8).
Otherwise, x is transferred to C'S (line 6).

Similarly to CNN-rule, IB2 is non-parametric and its condensing set highly depends on
the order of items in the training set. Contrary to the CNN-rule, IB2 does not ensure that all
discarded items can be correctly classified by the final version of the condensing set. However,
since it is a one-pass algorithm, it is very fast, i.e., it involves low preprocessing computational
cost.

In addition, IB2 builds its condensing set incrementally. New training items can be taken
into consideration after the creation of the condensing set. In other words, new training data
segments can update an existing condensing set in a simple manner and without considering
the “old” (removed) data that had been used for the construction of the condensing set. Each

new training item can be examined, be placed or not in the condensing set, and then, removed.
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Moreover, IB2 can handle new class labels. Therefore, IB2 is an appropriate DRT for dynamic
/ streaming environments, whereby new training data may be gradually available. Certainly,
IB2 can not deal with data streams with concept drift [125]. IBL-DS [[15] adopts the idea of the
family of IBL algorithms and can deal with such data.

Last but not least, contrary to the CNN-rule and to many other DRTs, IB2 does not require
that all training data reside in main memory. Therefore, it can be applied in devices whose

memory is insufficient for storing all the training data.

Prototype selection by clustering

Prototype Selection by Clustering (PSC) [86, 85, 87, 93] is a recently proposed condensing al-
gorithm whose main goal is fast execution of the data reduction procedure rather than high
reduction rates. It is also based on the concept that the non-close-class-border items are re-
dundant and can be removed. PSC uses k-means clustering [79, 133] in order to find clusters
in the training set. For each homogeneous cluster (i.e., clusters that contain only items of a
specific class), it keeps only the training item that is the closest to the cluster mean. For each
non-homogeneous cluster, it keeps only the items that define the decision boundaries between
different classes in the cluster.

A disadvantage of PSC is that it is parametric. The user has to determine the number of
clusters that will be created through a trial-and-error procedure. Although, its condensing set
is independent of data order (it builds the same condensing regardless the order of data in the
training set), the choice of the initial means for k-means clustering influences the contents of
the final condensing set. Different initial means, lead to different clusters, and consequently,

different condensing sets are built.

Section .3 presents PSC in more detail and proposes improvements.

Other condensing algorithms

There are many other condensing algorithms that either extend CNN-rule or are based on the
same idea, that is, the removal of the non-close-border data. Some of these algorithms are the
Reduced Nearest Neighbour (RNN) rule [50], the Selective Nearest Neighbour (SNN) rule [[107],
the Modified CNN rule [33], the Generalized CNN rule [25], the Fast CNN algorithms [9, 10],
Tomek’s CNN rule [121], the Patterns with Ordered Projection (POP) algorithm [106, 3], the
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recently proposed Template Reduction for £-NN (TRANN) [42] and, of course, the IB2 algo-
rithm [5, 4].

Before concluding this short review, we should mention that some condensing algorithms
integrate the idea of editing. These algorithms are called hybrid [48]. Hybridization is achieved
by combining condensing and editing mechanisms in a data reduction procedure. These pro-
totype selection algorithms try to remove the non-close-border items and, at the same time,
smooth border areas and remove noise and mislabelled items. Algorithms that belong to the
DROP family [131] (or RT algorithms as called in [130]) are characteristic examples of hy-
brid algorithms. IB3 [5, 4] and C-Pruner [[143] are other typical examples than belong to this
category.

For the interested reader, in Garcia et al [48], all types of prototype selection algorithms
(editing, condensing and hybrid) are reviewed and compared to each other. Moreover, the

paper introduces taxonomies of existing prototype selection algorithms.

2.1.4 Prototype abstraction algorithms

Although prototype abstraction algorithms have the same motivation with condensing ap-
proaches, they differ on the way they build the condensing set. Contrary to condensing algo-
rithms that select some “real” training items as prototypes, prototype abstraction algorithms
generate new prototypes by summarizing on similar items. Actually, a k-NN classifier that
adopts the idea of prototype abstraction runs over an artificial training set. In this subsection,

we present some well-known prototype abstraction algorithms.

The algorithm of Chen and Jozwik

Chen and Jozwik have proposed a well-known and effective prototype abstraction algorithm.
Chen and Jozwik’s algorithm (CJA) [23] initially retrieves the most distant items, x and y in
the training set. The distance between x and y determines the diameter of the dataset. Then,
based on these two items, CJA divides the training set into two subsets: items that lie closer to
x are placed in S, whereas items that lie closer to y are placed in \S,,. CJA proceeds by selecting
to divide subsets that contain items of more than one classes (non-homogeneous subsets). The
non-homogeneous subset with the largest diameter is divided first. If all subsets are homoge-
neous, CJA continues by dividing the homogeneous subsets. This procedure continues until

the number of subsets becomes equal to a user specified value. In the end, for each created
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subset S, CJA averages the items in S and creates a mean item that is assigned the label of the
majority class in S. The mean items created constitute the final condensing set.

The mean item m of each subset S, is computing by averaging the ¢ attribute values of
items z;, 7 = 1,2,...,|S] that belong to S. Therefore, the ¢ average attributes m.d; of m are

computed as follows:

m.d; = l—;lzxi.dj,j =1,2,...,t
@ €8

Algorithm  lists in pseudo-code a possible implementation of CJA. It accepts a training
set (1'S) and the number of prototypes, n, that will be generated. The algorithm uses a data
structure to store the subsets created. Initially, the entire 7'S constitutes a subset and is stored
in T'S (lines 1-2). Then, the non-homogeneous subset C' with the largest diameter is divided
into two subsets (lines 4,8). If all subsets are homogeneous, CJA divides the homogeneous
subset C' with the highest diameter (lines 5-7). Both subsets are added to S, while C'is removed
(lines 9-11). The procedure of constructing subsets continues until n subsets have been created
(line 3). The last step is the mean computation (or prototype generation) for each subset and
its inclusion in the condensing set C'S (lines 13-18).

CJA selects the next subset that will be divided by examining its diameter. The idea is
that a subset with a large diameter probably contains more training items. Therefore, if this
subset is divided first, a higher reduction rate will be achieved. A desirable property is that
CJA builds the same condensing set regardless of the ordering of the data in the training set.
However, it has two weak points. The first is that the algorithm is parametric. The user has
to specify the number of prototypes. This usually involves tuning via a costly trial-end-error
procedure. In certain domains, this property may be desirable, since it allows one to control
the size of the condensing set. However, it prohibits the automatic determination of the size of
the condensing set in accordance with the nature of the available data. The second weakness is
that the items that do not belong to the most common class of the subset are not represented
in the condensing set. Since the mean item of each subset is labelled by the most common

class, items that belong to other classes are practically ignored.

Reduction by Space Partitioning algorithms

The Chen and Jozwik algorithm constitutes the ancestor of the family of Reduction by Space
Partitioning (RSP) algorithms [[114] that are a popular set of three prototype abstraction algo-
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Algorithm 6 CJA
Input: 7S, n
Output: C'S
S+ o
2: add(S, T'S)
3. fori =2tondo
4: (' < select the non-homogeneous subset € S with the largest diameter

5. if C == @ {All subsets are homogeneous} then

6: C' « select the homogeneous subset € S with the largest diameter
7. end if

8 (S, Sy) < divide C into two subsets

9: add(S, S;)

10:  add(S, Sy)

11:  remove(S, C)

12: end for

13: CS +— o

14: for each subset T' € S do

15: 7 < compute the mean item by averaging the items in 7'
16:  r.label < find the most common class label in T'

17 CS <« CSU{r}

18: end for

19: return C'S

rithms known as RSP1, RSP2, and RSP3. RSP1 deals with the second drawback of CJA. More
specifically, RSP1 computes as many mean items as the number of different classes in each
subset. Therefore, it averages the items that belong to each class in the subset. Obviously,
RSP1 builds larger condensing sets than CJA. However, it attempts to improve accuracy since
it takes into account all training items (it does not ignore items).

RSP1 and RSP2 differ on how they select the next subset to be divided. Similar to CJA,
RSP1 uses the subset diameter as the splitting criterion, based on the idea that the subset with
the larger diameter may contains more training items, and so, a higher reduction rate could
be achieved. In contrast, RSP2 uses as its splitting criterion the highest overlapping degree.
This criterion assumes that items that belong to a specific class lie as close to each other as
possible while items that belong to different classes lie as far as possible. According to [114], it
is better to divide the subset with the highest overlapping degree. The overlapping degree of
a subset is the ratio of the average distance between items belonging to different classes and

the average distance between items that belong to the same class.
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RSP3 adopts the concept of homogeneity. It continues splitting the non-homogeneous
subsets and terminates when all of them become homogeneous (i.e., contain items of a spe-
cific class only). RSP3 can use either the largest diameter or the highest overlapping degree
as spiting criterion. Actually, since all non-homogeneous subsets are divided, the choice of
splitting criterion becomes an issue of secondary importance. RSP3 is the only RSP algorithm
(CJA included) that automatically determines the size of the condensing set (it does not use
any input parameter). Consequently, RSP3 eliminates both weak points of CJA. It is worth
mentioning that like CJA, RSP1 and RSP2, the condensing set built by RSP3 does not depend
on the data order in the training set.

Algorithm [ lists the pseudo-code of RSP3. It utilizes a simple data structure S to hold
the unprocessed subsets. Initially, the whole training set (7'5) is an unprocessed subset and is
placed in S (line 2). At each repeat-until iteration, RSP3 selects the subset C' with the highest
splitting criterion value (line 5) and checks if C' is homogeneous or not. If it is homogeneous,
the mean item is computed by averaging the items in C' and is paced in the condensing set
(CS) as prototype (lines 6-9). Otherwise, C' is divided into two subsets D; and D (line 11) in
the CJA fashion. These new subsets are added to S and C' is removed from S (lines 12-15). The
repeat-until loop continues until S' becomes empty (line 16), i.e., all subsets are homogeneous.

Considering RSP3, we observe that it generates few prototypes for representing non close-
class-border areas, and many prototypes for representing close-class-border areas. Certainly,
the reduction rate achieved by RSP3 highly depends on the level of noise in the data. The
higher the level of noise in the data, the smaller subsets created and, as a consequence, the
lower reduction rate achieved. It is worth mentioning that finding the most distant items in
each subset implies the computations of all distances between the items of the subset. Hence,
they are costly procedures which deteriorate the overall preprocessing cost of the algorithm.

In cases of large datasets, this drawback may render its execution prohibitive.

Other prototype abstraction algorithms

We have implemented RSP3 in C. It is used for comparison purposes in the dissertation. Fur-
thermore, RSP3 is available on WebDRE (see Appendix [A]). We presented in detail only this
algorithm as well as its ancestors. However, there are many more prototype abstraction algo-

rithms.

‘https://ilust.uom.gr/webdr
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Algorithm 7 RSP3

Input: 7'S
Output: C'S
S+ g
2: add(S, T'S)
3: S+ @
4: repeat
5. C < select the subset € S with the highest splitting criterion value
6:  if C is homogeneous then
7: r < calculate the mean item by averaging the items in C
8 r.label < class of items in C'
9: CS «+— CSu{r}
10:  else
11: (D1, Dy) <+ divide C into two subsets

12: add(S, D)
13: add(S, Ds)
14: remove(.S, ')
15:  end if

16: until IsSEmpty(S)
17: return C'S

Algorithms that are based on Learning Vector Quantization (LVQ) are traditional algo-
rithms of that type. Initially, Kohonen proposed a set of four LVQ-based algorithms [72] (Also,
see Kohonen et al. [73]). Like Chen and Jozwik’s algorithm, RSP1 and RSP2 ,they allow the
user to choose the trade-off between accuracy and reduction rate by determining the size of
the condensing set via input parameters. To the best of our knowledge, five other LVQ-based
prototype abstraction algorithms based on Kohonen’s work are available in the literature:
VQ [135], LVQ with Training Count (LVQTC) [83], adaptive LVQ [[13€], hybrid LVQ3 [71]
and LVQ with pruning (LVQPRU) [75]. The experimental study presented in [123] proves
that the LVQ-based approaches achieve generally worse accuracy than the conventional 1-NN
classifier. Moreover, the study notes that LVQ-based approaches do not work well on large
datasets .

Some other well-known prototype abstraction algorithms are based on clustering prepro-
cessing procedures. The Self Generating Prototypes (SGP) [43], the Symbolic Nearest Mean
Classifier (SNMC) [31, B30], and the Generalized Modified Chang’s Algorithm (GMCA) [82]

>The study considered that a large dataset contains more than 2000 items. The largest dataset had 19020 items
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are characteristic examples. The latter algorithm is based on the idea of the earliest and well-
known prototype abstraction algorithm introduced by Chang [21].

Interested readers can find a survey of that type of DRTs in Triguero et al. [123]. More
specifically, in this study prototype abstraction algorithms are reviewed, categorized and com-

pared to each other.

2.2 Cluster-based methods

Although cluster-based methods use entire training sets, they reduce the computational cost
of k-NN classification. Each cluster-based method consists of two parts: (i) a preprocessing al-
gorithm that builds clusters in the training set, and (ii) a classifier which utilizes these clusters
in order to perform fast classifications. In the classification phase, the classifier dynamically
forms a subset of the training data at the time an unclassified item should be classified. This
training subset is called reference set and is used to classify the particular item (using k-NN).
Actually, the reference set consists of the items of one or more clusters built by the preprocess-
ing phase. In this way, cluster-based methods compute fewer distances than the conventional
k-NN classifier.

Hwang and Cho proposed an effective cluster-based method [62] that uses the k-means
clustering algorithm [[79, 133] to find clusters in the data. Each cluster is divided into the core
and the peripheral sets. Items lying in a certain distance from the cluster mean are character-
ized as “core” items, whereas the rest are characterized as “peripheral” items. If an unclassified
item z lies within the “core area” of the nearest cluster, it is classified by the k£-NN classifier
executed on the items of this cluster. Otherwise, the £-NN classifier is executed on the set
dynamically formed by the union of the items of the nearest cluster and the “peripheral” items
of adjacent clusters.

We coded the Hwang and Cho method in C. Algorithms and techniques contributed by the
dissertation are compared to this method in experimental studies presented in chapters that
follow. Section .4 presents the Hwang and Cho method in detail. Moreover, it proposes some
improvements that enable it to achieve even better classification performances.

There are many other cluster-based methods of interest. The Cluster-based Tree [[140] is
a method that is based on searching in a cluster hierarchy and can be used in either metric
or non-metric spaces. [128] presented an algorithm for fast k-NN classification that prunes

the search space by using the k-means clustering and the triangle inequality. Finally, [69]
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proposed a cluster-based method for fast time series classification, that can be used for any

type of data.

2.3 Multi-attribute indexing methods

Multi-attribute indexes [[112, 139, 22] can greatly reduce distance computations during nearest
neighbour searches. Therefore, they can be used to speed-up the k-NN classifier. Indexes
avoid the exhaustive search of the data by pruning the metric space during search. Chavez et
al [22] published a taxonomy involving the most significant indexing algorithms for nearest

neighbour searching in metric spaces.

The most significant indexes are based on tree data structures. Some of them are the pop-
ular k-dimensional-tree (k-d-tree) [45, 14], the k-dimensional-B-tree (k-d-B-tree) [[108], the
Vantage Point-tree (VP-tree) [138], the Fukunaga and Narendra algorithm [46], the Geometric
Near-neighbour Access Tree (GNAT) [[18], the M-tree [26], the Approximation and Elimination
Search Algorithm (AESA) [111, 127], the linear AESA [81, 80], and of course, the R-tree [52]
and its variations [[77]. The branch and bound algorithm proposed in [122] and enhanced in
[24] and the incremental algorithm introduced in [60] are approaches that efficiently compute

nearest neighbours using indexes of the R-tree family.

Contrary to DRTs, indexes increase the storage requirements. The training data has to be
always available and the index must be stored, too. In addition, such methods can be applied
only on datasets with moderate dimensionality (e.g., 2-10). In higher dimensions, the use of
indexing makes no sense. The phenomenon of “dimensionality curse” renders indexes irrele-
vant since their performance degrades rapidly and can become worse than that of the exhaus-
tive search of the whole database [129]. Many proposals for speeding up nearest neighbour
searches rely on dimensionality reduction in order to effectively apply an index (e.g., Principal
Component Analysis (PCA) [67]). However, this can often lead to significant information loss.
Moreover, each query (unclassified) item has to be transformed before the search. A model
on the effect dimensionality reduction has on the similarity search performance is presented
in [2].
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2.4 k-means clustering

The k-means clustering algorithm [[79, 133] is the base of most algorithms and techniques pro-
posed in the dissertation. Therefore, a brief overview of the particular algorithm is presented
here. k-means clustering is a simple algorithm that is popular for cluster analysis [41, 63, 16].

It aims to group items into £ clusters, where each item belongs to the cluster with the nearest

mean.
Given a set of items, X = {z1,x9, ..., 2, }, k-means clustering aims to assign the n items
to k clusters (k < n) S = {51, 5, ..., Sk} so as to minimize the following function (within-

cluster sum of squares):
k
2
B35 lloiml
7=1 Z‘iESj
where f; is the mean of cluster S; and ||x; — y;|| is the chosen distance metric between the
data point z; and the corresponding mean.

Algorithm [ depicts the pseudo-code of k-means clustering. The algorithm works
as follows: Given a dataset X = {x1,29,...,2,} and a set of k initial means M =
{my,ma, ..., m,}, the algorithm builds % clusters (5). Initially, it assigns each item z; to the
nearest cluster mean m;. This step is called assignment step (lines 6-12). When no item is

pending, it re-calculates the new k means, M, by averaging the corresponding items of the

1

xiESj

clusters (lines 13-21), i.e.,

Then, the algorithm re-executes the assignment step by taking into consideration the new
means. As a result, the k£ means are adjusted at each step. The algorithm terminates when the
means do not change in one iteration (cluster consolidation) (line 22). Since each item is closer
to the mean of the cluster where it belongs to, the within-cluster sum of squares function is
minimized.

Certainly, the algorithm is quite sensitive to the selection of the initial means. Different
initial means lead to different clusters. Since the algorithm is very fast, it can be ran many
times in order to reduce this effect. Forgy and random partitions are widely-used initialization

methods [54]. Forgy randomly selects k items and uses them as the initial means. The random

®One should not confuse k of k-NN with k of k-means.
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Algorithm 8 K-MEANS
Input: X = {xy,29,...,2,}, M = {my,mag,...,my}
Output: S = {51, 5,..., Sk}
1: for each item x; € X do
2 z;.nearest_mean < NULL
3: end for
4: repeat
5:  move < FALSFE
6
7
8
9

for each item x; € X do
nm < myj, such that m; € M is the nearest mean to z;
if nm # x;.nearest_mean then
: xr;.nearest_mean < nm
10: move < TRUFE
11: end if
12:  end for
13:  if move == T'RUFE then

14: for j =1to k do

15: S+ @

16: for each x; with z;.nearest_mean == m; do
17: S; < S; U{x;}

18: end for

19: m; < compute mean item of S;

20: end for

21:  end if

22: until move == FALSFE {no item has moved}

partitions method initially assigns a random cluster to each item and then calculates the means.
Note that kmeans++ is a more efficient initialization method [[11].

Many variations of k-means clustering have been proposed in the literature. Here, we
presented only its simplest version. The particular version is the most popular one and has
been integrated in many data mining tools. In addition, it has been coded in the context of
the dissertation and is utilized by the proposed algorithms. Although our goal is not to review
the k-means clustering algorithms, we should mention that [68] presents an efficient version
of k-means clustering that is sped-up by the utilization of k-d-tree [45, 14]. The interested

readers can find a review of k-means clustering algorithms in [133].
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Chapter 3

Data reduction techniques through

forming homogeneous clusters

3.1 Introduction

This chapter focuses on data reduction in terms of item reduction and not attribute or dimen-
sionality reduction. It contributes a family of four novel Data Reduction Techniques (DRTs)
that are based on the concept of forming homogeneous clusters in the training data, i.e., clus-
ters that contain only items of a particular class. The algorithms are quite simple and can be
easily integrated in many existing data mining software tools. Main motives and challenges
behind the proposed algorithms constitute the fast and non-parametric preprocessing of the

training data. Certainly, high classification performance is also a primary goal.

Section B.4 proposes an effective prototype abstraction algorithm, which is called Re-
duction through Homogeneous Clusters (RHC) [92, 91]. It has low preprocessing cost and
achieves high reduction rates while maintaining accuracy at high levels. The proposed algo-
rithm is based on a recursive fast clustering procedure that forms homogeneous clusters. The
means of these clusters constitute the final condensing set. Moreover, a dynamic RHC version
(dRHC) [91] is introduced that retains all the desired properties of RHC and, in addition, it
can manage datasets that cannot fit in main memory. Hence, it is appropriate for dynamic
/ streaming environments where new training data is gradually available. The latter means
that new training data can update the condensing set without the need of the “old” removed

items. Experimental results, based on several known datasets, illustrate that RHC and dRHC

33



are faster and achieve higher reduction rates than state-of-the-art DRTs, while maintaining
high classification accuracy.

The research objective of Section B.3 is how to improve the quality of the training data.
It presents an editing algorithm, which is called Editing through Homogeneous Clusters
(EHC) [98]. EHC tries to improve the quality of the training data by removing noise and
mislabelled data as well as outliers and overlaps between data regions of different classes. It is
based on the clustering procedure of RHC that forms homogeneous clusters. The clusters that
contain only one item are considered irrelevant (they contain noise, outlier or close-border
items) and are removed. Contrary to all other editing approaches, EHC is independent of
input (tuning) parameters. An experimental study with ten datasets shows that EHC is very
fast and achieves comparable classification accuracy to the well-known editing algorithms.

Section B.4 combines the idea of RHC with that of EHC and proposes the Editing and Re-
duction through Homogeneous Clusters (ERHC) algorithm [89], a variation of RHC algorithm
that can handle datasets with noise. ERHC is based on the clustering procedure of RHC. How-
ever, the clusters that contain only one item are considered to be noise and are removed. The
mean items of the other homogeneous clusters are placed in the condensing set as prototypes.
The experimental study illustrates that ERHC is as fast as RHC, but it achieves higher reduction

rates and accuracy, especially when the dataset contains noise.

3.2 Data abstraction through homogeneous clusters

3.2.1 Motivation and contribution

Although many condensing and prototype abstraction algorithms that have been proposed in
the past decades can be characterized as effective methods, they usually exhibit one or more

of the following weaknesses:

1. They usually involve a costly, time-consuming preprocessing step on the training set,

which may be prohibitive for large datasets.

2. Many condensing and prototype abstraction algorithms are parametric. The user has to
provide the values for a number of parameters in advance. This usually involves tuning

via an iterative execution of a trial-and-error procedure.

34



3. The resulting condensing set of many condensing and prototype abstraction algorithms
depends on the order of items in the training set. This means that some algorithms may
build a different condensing set when processing the items of a specific training set in a

different order.

4. Usually, there is a trade-off between data reduction and classification accuracy. Al-
though some condensing and prototype abstraction algorithms can achieve high re-
duction rates, the accuracy of the classifier is negatively affected. On the other hand,
there are algorithms that produce condensing sets that achieve accuracies close to those

achieved by the non-reduced training sets, but their reduction rates are not high.

5. Most condensing and prototype abstraction algorithms are memory-based. This implies
that the whole training set must reside in main memory. Thus, they are inappropriate
for very large datasets that cannot fit into main memory or for devices with limited main

memory (e.g., sensor devices).

6. Most condensing and prototype abstraction algorithms cannot consider new training
items after the construction of the condensing set. These algorithms are inappropri-
ate for dynamic/streaming environments [[I] where new training items are gradually

available.

To address the last two weaknesses one needs incremental (or dynamic) algorithms that
are capable of updating their condensing set when additional training data segments become
available after the construction of the condensing set and without requiring all previously used
training items. The aforementioned observations and the need for fast £-NN classification in
large and high dimensional datasets constitute the motivation of the work presented in this

section. The contribution of the section is summarized as follows:

« We proposed a prototype abstraction algorithm able to cope with the first four weak-
nesses. In particular, we propose and evaluate a fast, non-parametric, independent of
data order, and easy to implement prototype abstraction algorithm that achieves high
reduction rates and accuracy measurements. The algorithm, which we call RHC (Reduc-
tion through Homogeneous Clusters) [92], is based on the well-known k-means cluster-

ing algorithm, and thus, it can be easily integrated in many existing environments.
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« We propose and evaluate a dynamic version of RHC (dRHC) [92, 91] that retains all the
properties of RHC and, in addition, it is capable of dynamically updating its condensing
set. Consequently, dRHC can deal with very large datasets which cannot fit into the

device’s memory and it is appropriate for dynamic/streaming environments.

The rest of this section is organized as follows. Subsection considers in detail the
proposed RHC algorithm. Subsection presents its dynamic variation. In Subsection B.2.4,
both algorithms are experimentally compared to known condensing and prototype abstrac-
tion algorithms on several datasets. The experimental results are statistically validated by the
Wilcoxon signed ranks test. Finally, Subsection concludes the section.

3.2.2 The Reduction through Homogeneous Clusters (RHC) algorithm

The Reduction through Homogeneous Clusters (RHC) algorithm is a non-parametric prototype
abstraction algorithm. It is based on a simple idea that recursively applies the well-known
k-means clustering. Particularly, RHC keeps on constructing clusters until all of them are
homogeneous, i.e., they contain items only of a specific class.

Initially, RHC considers the whole training set as a non-homogeneous cluster. The algo-
rithm begins by computing the mean for each class by averaging the attribute values of the
corresponding items in the training set. Therefore, for a dataset with n classes, the algorithm
computes n class-means. Then, RHC executes k-means clustering using the n aforementioned
class-means as initial means and builds n clusters. For each homogeneous cluster, its mean
is placed in the condensing set as prototype. For each non-homogeneous cluster, the above
procedure is applied recursively. The algorithm stops when all clusters are homogeneous. In
the end, the condensing set contains all the mean items of the homogeneous clusters. Note
that using the class-means as initial means for k-Means clustering, the number of clusters is
determined automatically.

The mean item m of each cluster or class C, is computing by averaging the n attribute
values of items x;, i = 1,2...|C| that belong to C. More formally, the n attributes m.d; of m

is estimated as follows:

1
m.dj:min.dj,jzl,Q,...,n

z;eC
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Figure 3.1: Data abstraction through RHC

Figure B.1) presents a two-dimensional example of RHC execution. Suppose that a dataset
contains twenty six items of two classes: squares and circles (Figure B.1(a)). RHC computes
a class-mean for the squares and a class-mean for the circles (Figure B.1(b)). Then, k-means
clustering uses the two class-means as initial means and constructs two clusters. One cluster
contains only squares while the other cluster contains items of both classes (Figure B.1(c)). For
the homogeneous cluster, RHC stores the cluster-mean in the condensing set as a prototype of
class square (Figures B.1(d)). For the items of the non homogeneous cluster, RHC recursively
builds two homogeneous clusters (Figures B.1(d,e)). Consequently, two more prototypes are
stored in the condensing set. Thus, the final condensing set contains three prototypes instead

of the twenty six items of the initial training set (Figure B.1(f)).
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Obviously, RHC generates many prototypes for close-class-border data areas and few pro-
totypes for the “central” class data areas. Therefore, the more classes and noise in the data,
the more borders exist, and thus, lower reduction rate is achieved. In effect, when the algo-
rithm is executed over a noise-free dataset, it forms few large clusters. On the other hand, if
a dataset with high level of noise is used, many small clusters are constructed. Moreover, by
using the class-means as initial means for the k-means clustering, RHC increases the proba-
bility of quickly finding large homogeneous clusters and achieving a high reduction rate (the

larger the homogeneous clusters constructed, the higher the reduction rate achieved).

Algorithm [ shows a non-recursive RHC implementation. It uses a queue data structure,
Queue, to hold unprocessed clusters. Initially, the whole training set (7°S) constitutes an
unprocessed cluster and is put in Queue (line 3). At each repeat-until iteration, RHC dequeues
cluster C from the head of Queue (line 7) and checks whether C' is homogeneous or not. If
it is (line 8), its mean is placed in the condensing set (C'S) as a prototype (line 10) and its
items are removed. Otherwise, RHC computes a list of class-means (M), one for each of the
distinct classes that exist in C' (lines 13-16). Then, RHC calls k-means, with parameters the
current non homogeneous cluster C' and the list of the initial class-means ) to be used as
initial means. The result is a new set of unprocessed clusters (NewClusters) (line 17) all of
which are put into Queue (lines 18-20). The repeat-until loop continues until Queue becomes

empty (line 22), i.e., there are no more non-homogeneous clusters.

In effect, RHC combines the idea of RSP3 with that of PSC. It retains their advantages and
avoids their weaknesses. Let’s recall that PSC is a fast and parametric algorithm, while RSP3
is a non-parametric algorithm that involves high pre-processing cost due to the procedure for
finding the most distant items in each subset. Thus, RSP3 is inappropriate for large datasets.
Contrary to PSC, RHC is a non-parametric algorithm. Contrary to RSP3, RHC is fast since it is
based on a version of k-means clustering that is sped-up by the class-mean initializations. Note
that we have adopted the full cluster consolidation (no item re-assignment during a complete
pass of data) for the stopping condition of k-means clustering. RHC could have become even
faster had we used a more efficient stopping condition. In addition, contrary to CNN-rule, IB2
and many other prototype abstraction and condensing algorithms, the effectiveness of RHC

does not depend on the order of items in the training set.

38



Algorithm 9 RHC

Input: 7'S
Output: C'S
1: {Stage 1: Queue Initialization}
2: Queue <
3: Enqueue(Queue, T'S)
4: {Stage 2: Construction of condensing set}
5 CS +— o
6: repeat
7. C < Dequeue(Queue)
8:  if C is homogeneous then
9: r < mean of C'
10: CS «+ CSuU{r}
11:  else
12: M <+ & {Mis the set of class-means}
13: for each class L in C' do
14: my, < mean of L
15: M« MU {ms}
16: end for
17: NewClusters < K-MEANS(C, M)
18: for each cluster C' € NewClusters do
19: Enqueue(Queue, C')
20: end for
21: end if

22: until IsSEmpty(Queue)
23: return C'S

3.2.3 The dynamic RHC algorithm

Like most DRTs, RHC is a memory based technique. This implies that the whole training
set must be resident in main memory. RHC cannot manage large datasets that cannot fit
in main memory. Therefore, it cannot be executed on a device with limited main memory,
without transferring data to a server over a network for processing. This is a costly and time-
consuming procedure.

In addition, RHC cannot handle new training items, i.e., it cannot update its condensing set
in a dynamic manner. Suppose that RHC is executed over a dataset D and builds a condensing
set. Then, suppose that a data segment S with new training items is available and should be

taken into consideration. For the construction of an updated condensing set, RHC must be
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Figure 3.2: Classification procedure with dRHC

executed from scratch over the complete dataset D U S. This procedure must be repeated
whenever a new data segment is available. In such a dynamic environment, all the training
items, or at least a recent set of them, must always be available. In other words, storage

requirements remain high.

Dynamic RHC (dRHC) is a dynamic variation of RHC. It retains all the advantages of RHC
discussed in Subsection B.2.9, but, it can cope with the weak points of RHC by considering the
available data in the form of data segments. On one hand, if the dataset cannot fit in main
memory, it is divided into data segments appropriate for the available main memory. On the
other hand, in dynamic and/or streaming environments, since training items arrive continu-
ously, they can be considered as data segments. In this case, the concept of data segment is
implemented by using a buffer, where the new training items are stored. When the buffer is
full, dRHC is run over it. Then, the training items stored in the buffer are removed and the

buffer is ready to receive new training items.

The execution of dRHC has two phases: (i) initial condensing set (CS) construction, and,
(ii) condensing set (CS) update. The Initial CS construction phase is executed only once, while
the CS update phase is executed for each arriving data segment. Figure .9 depicts the com-
plete procedure of dRHC. The algorithm begins with the initial CS construction phase on the
available training set (TS Data Seg.1). The procedure is almost similar to RHC execution (see
Algorithm ). The only difference between RHC and the first phase of dRHC is that the latter,

for each generated prototype, stores a weight value as an extra attribute. This value is the
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number of the training items that were clustered together and are represented by the specific
prototype in the condensing set.

The CS update phase is also based on the concept of cluster homogeneity and the data
weights. In particular, while the original RHC and the initial CS construction phase of dRHC
begin with a single cluster that contains all the items of the training set, the CS-update phase
of dRHC uses the prototypes of the existing condensing set and a data segment to construct a
set of initial clusters and then proceeds similarly to RHC.

Algorithm [10 presents the CS update phase of dRHC. It takes an already constructed con-
densing set (0oldC'S) and a new data segment (dataSeg) and returns an updated condensing
set (newC'S). The algorithm begins by building the queue of unprocessed clusters. First, it ini-
tializes as many clusters, as the number of prototypes in 0ldC'S (lines 3-6). Then, each item x
of dataSeg is assigned to one of these clusters (lines 7-11). Finally, the clusters are enqueued
to the queue data structure (lines 12-14).

The algorithm proceeds to generate newC'S in a way analogous to RHC, but taking into
account the weight values. For a homogeneous cluster, the prototype stored in newC'S is the
weighted mean of the cluster (lines 19-22). Similarly, for a non-homogeneous cluster C, each
class-mean is computed as the weighted mean of the class items (lines 24-29). These class-
means play the role of the initial means in the call to k-means for that cluster (line 30). Please,
notice that in the case of dRHC, we use a version of k-means that also takes into account the
item weights in the determination of the cluster-means. For a cluster (or class) C, each vector

attribute d;, j = 1,2,...,n of its weight mean m¢ (lines 20, 26) is estimated as follows:

ineC x;.dj X x;.weight
> e Tiweight

mc.dj =

Old prototypes (from 0ldC'S) usually have weights that are greater than one and have higher
influence in the computation of a new weighted class or cluster-mean than any item of a new
data segment, whose weight is one.

Figure B.3 presents an example of the CS update phase. Suppose that an already con-
structed condensing set is available (Figure B.3(a)). It contains the prototypes generated in
the example of Figure B.1 with the corresponding weight values. Moreover, suppose that a
new data segment with seven new training item arrives (Figure B.3(b)). Their initial weight
is set to one. Initially, dRHC assigns each new item to the cluster of the nearest prototype

(Figure B.3(c)). Since, no items were assigned to cluster B, the corresponding prototype is not
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Algorithm 10 dRHC: The CS update phase

Input: oldC'S, dataSeg
Output: newC'S

1: {Stage 1: Queue Initialization}
2: Queue < I
3: C'List < & {empty list of clusters}
4: for each prototype m € oldC'S do
5. add new cluster C' = {m} in C'List
6: end for
7: for each item = € dataSeg do
8:  x.weight =1
9:  find C, € CList with the nearest to x mean
10:  C, « C, U{z} {do not recompute mean of C,}
11: end for
12: for each cluster C' in C'List do
13:  Enqueue(Queue, O)
14: end for
15: {Stage 2: Construction of newCS}
16: newC'S < @
17: repeat
18: (' < Dequeue(Queue)
19:  if C is homogeneous then
20: m <— weighted mean of C
21: m.weight < 3. o xiweight
22: newC'S < newCS U {m}
23:  else
24: M <+ @ {M is the set of weighted class-means}
25: for each class L in C' do
26: my, < weighted mean of L
27: my.weight < 3 ;. weight
28: M+~ MuU{mp}
29: end for
30: NewClusters <+ K-MEANS(C, M)
31: for each cluster C' € NewClusters do
32 Enqueue(Queue, CO)
33 end for
34:  end if

35: until ISEmpty(Queue)
36: return newC'S
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Figure 3.3: Data abstraction through dRHC (The CS update phase)

modified. Although new items were assigned to cluster A, the latter remains homogeneous.
Hence, the weighted mean of cluster A is computed and placed in the condensing set along
with its new weight. In effect, the old prototype slightly “moves” towards the new items (Fig-
ure B.3(d)). Cluster C is non-homogeneous. This means that at least one new prototype will be
generated. A weighted class-mean is computed for each class in C (Figure B.3(d)) and k-Means
is executed. The result is the construction of two homogeneous clusters (Figure B.3(e)). The

weighted mean of each cluster is computed and placed in the condensing set along with its
weight (Figure B.3(f)).
Considering dRHC, we realize that the initial C'S construction phase is more expensive

than an execution of a CS update phase. This is because the initial C'S construction phase
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begins from scratch without already constructed clusters. It begins by considering the whole
dataset as an unprocessed cluster and a small number of class-means as initial means for the
k-means clustering. Consequently, to obtain homogeneous clusters a high number of k-means
executions is needed. In contrast, the CS update phase begins by assigning new data to already
constructed clusters. Now, the probability of having a homogeneous cluster after the new data
assignment is high. Of course, the probability of getting homogeneous clusters depends on
the level of noise in the data.

We should mention that dRHC creates different condensing sets by examining the data
segments in different order. However, the order of data into the data segments is irrelevant.
Finally, we note that although dRHC can deal with fast data streams, it does not take into

account the phenomenon of concept drift [125] that may exist in data streams.

3.2.4 Performance evaluation
Experimental setup

RHC and dRHC were evaluated using fourteen datasets distributed by the KEEL dataset reposi-
toryl [6]. The same datasets are also available at the UCI machine learning repository? [12, 44].
They are summarized in Table B.1l. For comparison purposes, we used three condensing algo-
rithms, namely, CNN-rule, IB2 and PSC, and a prototype abstraction approach, namely, RSP3.
We selected these methods because: (i) CNN-rule and RSP3 are popular algorithms that are
usually used in many research papers for comparison purposes, (ii) IB2, PSC and RHC have
the same goal, that is, fast execution of the reduction procedure (or, low preprocessing cost),
(iii) like RSP3 and PSC, RHC is based on the concept of homogeneity, and, (iv) IB2 is a fast al-
gorithm that dynamically builds its condensing set and, thus, it is appropriate to be compared
with dRHC. In addition to using condensing sets, we also measured the performance of the
conventional 1-NN classifier. We note that the reader can execute RHC and dRHC as well as
the aforementioned algorithms over the particular datasets on the web through WebDRE (see
Appendix [A).

All algorithm implementations were written in C and the Euclidean distance was adopted

as the distance metric. The thirteen datasets (except the KDD dataset) were used without data

thttp://scil2s.ugr.es/keel/datasets.php
Zhttp://archive.ics.uci.edu/ml/
Shttps://ilust.uom.gr/webdr
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Table 3.1: Dataset description

Dataset Size Attributes | Classes Seg}nent
size
Letter Recognition (LR) 20000 16 26 2000
Magic G. Telescope (MGT) 19020 10 2 1902
Pen-Digits (PD) 10992 16 10 1000
Landsat Satellite (LS) 6435 36 6 572
Shuttle (SH) 58000 9 7 1856
Texture (TXR) 5500 40 11 440
Phoneme (PH) 5404 5 2 500
KddCup (KDD) 494020/141481 36 23 1000
Balance (BL) 625 4 3 100
Banana (BN) 5300 2 2 530
Ecoli (ECL) 336 7 8 200
Yeast (YS) 1484 8 10 396
Twonorm (TN) 7400 20 2 592
MONK 2 (MN2) 432 6 2 115

normalization. The MGT, LS, TXR and ECL datasets are distributed sorted on the class label
and this affects the methods that depend on the order of data. Consequently, we randomized
the order of the data items for these datasets. With the exception of the KDD dataset, no
other data transformation was performed. All experiments were conducted without previous

knowledge about the datasets such as data distribution, level of noise, etc.

For each dataset and algorithm, we report three average measurements obtained via five-
fold cross-validation: (i) Accuracy, (ii) Reduction Rate, and, (iii) Preprocessing Cost in terms
of distance computations. We report the classification accuracy of k-NN for £ = 1 (1-NN).
For all datasets (except the KDD dataset), we used the five already constructed pairs of train-
ing/testing sets hosted by the KEEL repository.

The original form of the KDD dataset has 41 attributes. However, for simplifying our ex-
perimentation procedure, we removed the three nominal and the two fixed-value attributes
that exist in the dataset. In addition, many data items are duplicates. The KDD dataset con-
tains 494,020 items, but only 141,481 of them are unique. Thus, we removed all duplicate items.
Actually, duplicates are useless especially in the context of the 1-NN classification. They do not

influence classification accuracy and negatively affect classification cost. Note that removal
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of duplicates is a common processE and has been adopted by the prototype selection algo-
rithm presented in [[134]. Furthermore, the attribute value ranges of the KDD dataset vary
extremely. Therefore, we decided to normalized them to the range [0, 1]. Then, we random-
ized the transformed KDD dataset and divided it into the appropriate pairs for training/testing
sets.

Although duplicates are useless during classification, they influence the construction of
condensing set. In particular, CNN-rule and IB2 build the same condensing set regardless
the number of duplicates in the training set but with higher preprocessing cost. In contrast,
condensing sets built by RSP3, PSC, RHC, dRHC are influenced by duplicates because they
contribute to the estimation of the mean items. For that reason, our experimental study also
includes the original KDD dataset (without discarding the duplicates).

In addition, we wanted to evaluate RHC and dRHC on noise-free data. Hence, we ran our
tests twice using an edited and a non-edited version of the training data. For editing purposes,
we used ENN-rule and based on [[131, 49, 84], we set k = 3. Certainly, we did not edit the
testing portions of each fold. The KDD, BL, ECL and YS datasets contain some rare or weak
classes. ENN-rule eliminates some of these. We note that the execution of ENN-rule over the
KDD dataset is an extremely time consuming procedure. It computes w x 5 folds
~ 32 billion distances. It is worth mentioning that the SH dataset also contains rare classes.
However, editing did not eliminate any rare class and, thus, we decided to include the editing
procedure for that dataset in our experimentation.

Apart from PSC, all algorithms are non-parametric. For tuning the value of ¢ for PSC (num-
ber of clusters built), we run experiments by building ¢ = r x j, 7 = 2,4,---, 10, clusters,
where 7 is the number of discrete classes in the data, as Lopez et al. did in their experi-
ments [86]. Hence, we built five PSC based classifiers for each dataset.

At this point, we should mention that we coded a RSP3 implementation which may com-
pute a distance more than once. Another RSP3 implementation would not compute the same
distances again and again. However, since the distances that have been already computed
should be available until the end of the algorithm execution, such an implementation requires
more memory and may be inefficient.

Contrary to all other methods, dRHC considers data in segments. To obtain data in a such
form, we split the training sets of the datasets into segments. The last column of Table B.1

shows the size of the data segment. Note that in some datasets, the last data segment may

“Many datasets distributed by the KEEL repository have been preprocessed to remove duplicates
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not be complete. The size of the data segment corresponds to either the size of the available
main memory (scenario of limited main memory) or the size of the data buffer (scenario of
streaming/dynamic environments). The purpose of the experiment was not to test the method
in a real life situation regarding memory sizes, but to assess the performance of classification
on condensing sets that are constructed in a dynamic manner. Therefore, the sizes of the data
segments used do not correspond to actual memory sizes. Of course, actual memory sizes can

be used in real life situations.

Experimental measurements

The results of our experiments are presented in Tables B.4-B.4 and Tables .3-B.7 for the non-
edited and the edited datasets, respectively. Best measurements are in bold. Preprocessing cost
measurements are in million distance computations (M). For reference, in Tables B.4 and B.3,
we report the accuracy values of the conventional £-NN classifier (The 1-NN classifier applied
on the non-edited training set). In addition, we present the measurements of ENN-rule. The
latter reveal the level of noise in the datasets. We note that, in Table B.7, preprocessing cost
measurements of CNN, IB2, RSP3, PSC, RHC and dRHC algorithms do not include the cost of
editing. In these cases, the total preprocessing cost can be computed by adding the prepro-
cessing cost measurements of the ENN-rule column. In addition, reduction rates presented in
Table B.g correspond to the total reduction rate: editing and data reduction. We note that the

measurements of dRHC are estimated after the arrival of all data segments.

An immediate observation is that RHC and dRHC have low preprocessing cost. In almost
all cases, the preprocessing cost of dRHC is lower than that of IB2 and PSC, whose major goal
is to reduce the preprocessing cost.

Almost in all cases, RHC and dRHC achieve the highest reduction rates. This means that
the 1-NN classifier executes faster when using a condensing set generated by these algorithms.
Our measurements confirm that RSP3 is a time-consuming approach that achieves low reduc-
tion rates. However, in many cases, RSP3 has the highest accuracy, which is very close to
the one measured for the conventional 1-NN classifier. RHC and dRHC appear to be more
accurate than IB2 and PSC and as accurate as CNN-rule. RHC and dRHC achieved the highest
accuracies in five datasets (see the BN and MN2 datasets in Table @ and the BN, TN, MN2
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Table 3.2: Experimental results on the non-edited datasets: Accuracy (%)

Dataset | 1-NN | ENN | CNN | IB2 | RSP3 I.)SC I.)SC I.JSC I.)SC .PSC RHC |dRHC
j=2 | j=4 | j=6 | j=8 | j=10

LR 95.83 194.98 | 92.84 | 91.98 | 95.43 | 82.73 | 85.65 | 87.14 | 87.73 | 88.67 | 93.59 | 93.93

MGT | 78.14 | 80.44 | 74.54 | 71.97 | 74.69 | 63.51 | 63.95 | 63.95 | 64.28 | 64.24 | 71.97 | 72.97

PD 99.35 199.30 | 98.68 | 98.04 | 99.05 | 95.73 | 96.64 | 96.26 | 96.90 | 96.93 | 98.30 | 98.49

LS 90.60 | 90.29 | 88.21 | 86.87 | 90.57 | 82.42 | 83.29 | 83.93 | 83.90 | 84.32 | 88.95 | 88.50

SH 99.82 199.79199.76 | 99.73 | 99.75 | 99.67 | 98.24 | 97.93 | 98.82| 95.96 | 98.09 | 99.65

TXR ]99.02 | 98.64 | 97.16 | 96.35 | 98.29 | 96.13 | 94.96 | 94.84 | 94.46 | 94.78 | 97.04 | 97.60

PH 90.10 | 88.14 | 87.82 | 85.57 | 86.94 | 71.41 | 75.19 | 75.17 | 74.70 | 75.63 | 85.59 | 85.38

KDD |99.71 - 199.66|99.48 | 99.60 | 95.50 | 96.18 | 96.68 | 96.89 | 96.95 | 99.39 | 99.42
BL 78.4 - 70.88 | 70.72'1 73.28 | 65.92 | 66.40 | 70.88 | 68.00 | 68.32 | 68.64 | 70.56
BN 86.91 | 89.36 | 85.62 | 83.81 | 84.00 | 57.60 | 58.00 | 56.87 | 57.49 | 58.70 | 83.28 | 82.79

ECL | 79.78 - 72.05|66.97|73.53|57.16 | 63.39 | 66.97 | 68.16 | 66.37 | 68.76 | 69.35
YS 52.02 - | 49.06 | 46.02|50.47 | 46.03 | 45.01 | 47.84 | 46.77 | 47.71 | 48.85 | 48.38

TN 94.88 | 95.69 | 92.00 | 89.15| 92.68 | 78.74 | 79.08 | 79.78 | 80.49 | 80.12 | 88.69 | 93.08

MN2 | 90.51 | 89.58 | 95.84 | 93.75| 91.22 | 94.43 | 95.14 | 90.06 | 92.58 | 93.52 | 94.68 | 97.68

Avg | 88.22]92.62]86.01 [84.3286.3977.64]78.65]79.16 | 79.37 | 79.44 | 84.70 | 85.56

Table 3.3: Experimental results on the non-edited datasets: Reduction Rate (%)

Dataset | ENN | CNN | IB2 | RSP3 l.)SC l.)SC I.)SC I.)SC .PSC RHC | dRHC
j=2 j=4 j=6 j=8 j=10

LR 4.33 | 83.54 | 85.66 | 61.98 | 81.40 | 79.76 | 79.46 | 79.88 | 79.90 | 88.08 | 88.18

MGT | 20.08 | 60.08 | 70.60 | 53.70 | 70.71 | 71.05 | 71.58 | 71.81 | 71.60 | 73.76 | 74.62

PD 0.67 | 95.36 | 96.23 | 89.22 | 91.44 | 92.86 | 93.73 | 94.42 | 94.83 | 96.52 | 97.23

LS 9.07 | 80.22 | 84.62 | 73.19 | 84.67 | 84.79 | 84.84 | 84.93 | 84.95 | 89.84 | 88.35

SH 0.18 | 99.37 | 99.44 | 98.59 | 96.88 | 97.68 | 97.87 | 98.33 | 98.54 | 99.55 | 99.50

TXR 1.24 | 91.90 | 93.33 | 83.31 | 86.81 | 89.33 | 90.62 | 91.29 | 91.54 | 94.70 | 94.95

PH 11.25 | 76.04 | 80.85 | 69.94 | 81.31 | 81.56 | 81.32 | 81.39 | 81.54 | 80.71 | 82.34

KDD - 99.12 | 99.26 | 98.54 | 99.13 | 99.09 | 99.09 | 99.09 | 99.07 | 99.19 | 99.22
BL - 65.72 | 69.36 | 64.64 | 77.8 | 77.44 | 78.04 | 77.2 | 75.88 | 78.00 | 78.12
BN 11.53 | 77.44 | 83.27 | 75.21 | 85.59 | 85.70 | 85.77 | 85.89 | 85.81 | 79.68 | 82.41

ECL - 59.55 | 68.77 | 52.27 | 74.50 | 72.19 | 71.08 | 67.88 | 65.65 | 67.58 | 70.26
YS - 32.68 | 44.82 | 27.36 | 55.32 | 55.25 | 53.84 | 53.81 | 54.23 | 49.83 | 51.23

TN 3.61 | 82.09 | 88.25 | 84.56 | 95.73 | 94.85 | 94.57 | 94.78 | 94.98 | 96.63 | 95.37

MN2 2.08 | 87.23 | 91.68 | 61.33 | 45.31 | 49.02 | 61.16 | 57.34 | 60.23 | 96.47 | 96.88

Avg | 6.40 | 77.88 | 82.58 | 70.99 | 80.47 | 80.76 | 81.64 | 81.29 | 81.34 | 85.04 | 85.62

48




Table 3.4: Experimental results on the non-edited datasets: Preprocessing Cost (millions of
distance computations)

Dataset| ENN | CNN | IB2 RSP3 l.)SC I.)SC I.)SC I.JSC .PSC RHC |dRHC
j=2 j=4 j=6 j=8 j=10
LR 127.99 [163.03|23.37| 326.52 | 66.32 |110.06| 129.16 | 165.32 | 169.92 | 41.85| 19.57
MGT | 115.76 [281.49|34.61| 511.67 | 23.95 | 17.21 | 22.68 | 27.09 | 33.47 | 4.08 | 26.03
PD 38.65 | 11.75 | 1.78 | 86.66 6.52 | 1593 | 28.48 | 35.23 | 36.97 | 2.88 | 1.44
LS 13.25 | 17.99 | 2.22 | 37.70 2.96 | 5.85 8.41 10.11 | 10.50 | 1.69 | 1.53
SH |1076.46| 45.30 | 8.26 |17410.18|127.20| 54.07 | 148.35 | 222.77 | 252.61 | 16.83 | 7.68
TXR 9.68 5.65 | 0.84 | 27.63 3.15 | 790 | 10.71 | 14.49 | 16.76 | 3.63 | 0.68

PH 9.35 | 1345 | 1.96 | 20.31 1.08 | 0.94 2.08 2.79 3.12 | 0.66 | 1.64

KDD - 384.90(55.58|20278.87|212.23|575.80|1161.43|2054.23|1902.41| 81.59 | 57.40
BL - 0.21 | 0.04 0.3 0.08 | 0.12 0.16 0.18 0.24 | 0.05 | 0.03
BN 899 | 1149 | 158 | 18.76 191 | 1.44 2.39 4.63 4.37 | 0.56 | 1.53
ECL - 0.06 [0.003| 0.08 0.06 | 0.11 0.11 0.12 0.15 | 0.03 | 0.02
YS - 1.41 | 0.19 2.12 0.70 | 1.17 1.64 1.94 1.99 | 0.84 | 0.31

TN 17.52 | 22.13 | 2.07 | 37.13 1.76 | 5.40 6.76 6.93 837 | 1.64 | 0.70
MN2 0.06 0.04 [0.006| 0.13 0.014 | 0.07 0.08 0.12 0.13 |0.007| 0.004

| Avg | 14177 [ 68.49 [ 9.46 | 2768.43 | 32.00 | 56.86 | 108.75 | 181.85 [ 174.36 | 11.17 | 8.47 |

Table 3.5: Experimental results on the edited datasets: Accuracy (%)
Dataset| 1-NN | ENN | CNN | IB2 | RSP3 I?SC I.JSC l.)SC 1.)SC .PSC RHC |dRHC
j=2 | j=4 | j=6 | j=8 |j=10
LR 95.83194.98|92.06 |91.38 | 94.61 |82.29|85.68 |87.00|87.97 |88.46|92.72 | 93.14
MGT | 78.14 180.44|79.26|78.01| 79.09 |72.50|72.71|73.33|73.31|73.35|77.78 | 78.33
PD 99.35199.30| 98.60 |98.17| 99.03 |97.30|97.04|97.11|97.29|97.11| 98.45 | 98.57
LS 90.60 |90.29 | 88.66 | 88.05| 89.90 | 83.53|84.60|84.91|84.85[84.99| 89.14 | 88.81
SH 99.82199.79199.73 199.72| 99.67 |99.56|98.40|98.53|98.82|98.41| 99.58 | 99.62
TXR |99.02 |98.64|96.93 |95.75| 97.91 |96.15|95.46|95.26 |94.91 |95.67| 97.11 | 97.38
PH 90.10 [ 88.14|86.88 | 86.33 | 86.49 |80.74|81.07|81.75|81.42|81.70| 85.40 | 85.55
BN 86.91 | 89.36| 88.87 | 88.68 | 88.64 [81.98(81.51|82.26|80.68|80.79| 88.09 | 88.94
TN 94.88 |195.69|92.30 |91.22 | 94.69 |82.58|83.14|83.77|85.2385.49|93.11 | 95.45
MN2 |90.51|89.58|95.37 |94.46| 90.07 |95.13|93.98|94.90|93.06|94.21|96.75| 96.31

| Avg [92.52]92.62]91.8791.18] 92.01 |87.18|87.36|87.88|87.75|88.02] 91.81 | 92.21
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Table 3.6: Experimental results on the edited datasets: Reduction Rate (%)
Dataset | ENN | CNN | IB2 | RSP3 I.)SC I.)SC I.)SC I.)SC .PSC RHC | dRHC
j=2 | j=4 | j=6 | j=8 | j=10
LR 4.33 | 87.75|88.88 | 66.12 | 81.95 | 80.25 | 80.14 | 80.80 | 81.22 | 90.34 | 91.00
MGT |20.08|90.09|92.05 | 84.20 | 85.57 | 85.67 | 86.61 | 86.57 | 86.63 | 93.06 | 93.40
PD 0.67 | 96.44|97.00 | 90.41 | 91.95 | 93.50 | 94.22 | 95.11 | 95.70 | 97.19 | 97.79
LS 9.07 |91.44|92.98 | 85.84 | 90.25 | 90.65 | 90.95 | 91.26 | 91.48 | 95.09 | 94.94
SH 0.18 | 99.58 | 99.61 | 98.88 | 97.10 | 97.89 | 98.04 | 98.55 | 98.68 | 99.66 | 99.65
TXR 1.24 | 93.45|94.32 | 85.00 | 87.82 | 90.50 | 91.76 | 92.60 | 92.42 | 95.58 | 95.85
PH 11.25190.49 | 91.62 | 85.13 | 87.70 | 88.04 | 87.80 | 87.94 | 87.91 | 92.10 | 92.43
BN 11.53 ] 95.31|95.87| 93.72 | 95.66 | 95.78 | 96.02 | 96.28 | 96.40 | 95.66 | 95.87
TN 3.61 | 89.49 | 92.36 | 89.63 | 98.55 | 98.28 | 98.07 | 98.02 | 97.88 | 98.52 | 97.85
MN2 2.08 | 88.84|93.12| 62.25 | 44.34 | 53.24 1 60.92 | 61.16 | 62.95 | 97.05 | 96.94

| Avg | 6.40 [92.29]93.78 | 84.12 | 86.09 | 87.38 | 88.45 | 88.83 [ 89.13 ] 95.43 | 95.57

Table 3.7: Experimental results on the edited datasets: Preprocessing Cost (millions of distance
computations)

Dataset| ENN | CNN | IB2 RSP3 I?SC l,)SC I?SC I_)SC ,PSC RHC |dRHC
j=2 | j=4 | j=6 j=8 | j=10
LR 127.99 |112.20|18.35| 300.51 | 55.13 |94.76|127.84|138.41|178.45|31.05| 15.15
MGT | 115.76 | 68.61 | 8.48 | 318.82 | 11.44 |10.15| 11.28 | 12.42 | 21.75 | 2.83 | 6.18
PD 38.65 | 9.25 | 1.51 | 85.16 6.73 |17.57| 27.65 | 32.33 | 33.74 | 2.83 | 1.25
LS 13.25 | 6.49 | 0.99 | 30.64 2.86 | 483 | 6.79 | 997 | 11.82 | 1.73 | 0.72
SH 1076.46| 26.02 | 6.35 |15652.75|107.47 |52.46|176.21|189.71|213.61| 22.41 | 6.05
TXR 9.68 3.90 | 0.72 | 27.04 3.35 |10.33| 9.60 | 11.10 | 15.78 | 3.00 | 0.57
PH 9.35 5.57 | 0.86 | 15.67 0.68 | 1.04 | 1.89 | 2.18 | 3.15 | 0.47 | 0.73
BN 8.99 2.50 [0.435| 14.50 1.39 | 143 | 2.10 | 2.28 | 2.96 | 0.53 | 0.434
TN 1752 | 1250 | 1.41 | 34.20 1.81 | 3.13 | 4.02 | 638 | 956 | 1.36 | 0.34
MN2 0.06 0.03 |{0.005| 0.12 0.01 | 0.06 | 0.07 | 0.12 | 0.13 |0.007 | 0.004

| Avg | 141.77 [ 24.71 [ 3.91 | 1647.94 | 19.09 [19.58] 36.75 | 40.49 | 49.10 | 6.62 | 3.14 |
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datasets in Table @) In the case of the MN2 dataset, RHC and dRHC are more accurate even
than the conventional 1-NN and ENN-rule. Although the rest accuracy measurements of RHC
and dRHC are not as good as those of RSP3, they are close enough.

Although IB2 is an one-pass version of CNN-rule, it achieved higher reduction rates with
much lower preprocessing cost. However, CNN-rule seems to be more accurate than IB2. It
is worth mentioning that the measurements for both algorithms would be different had we
examined the same data in a different order.

Concerning the differences between Tables 3.2-B.4 and Tables 3.5-B.7 (non-edited vs edited
data), we observe that except the MGT, BN and TN datasets the reported accuracies are almost
similar. On the other hand, all algorithms that ran over the edited data, executed faster and
generated smaller condensing sets. In the cases of the MGT, LS, PH and BN datasets, ENN-rule
removed many irrelevant items (> 9%) and so, the reduction rate differences are obvious. It is
worth noting that in the case of the edited data, dRHC, RHC and IB2 generate their condensing
set by calculating an extremely low number of distances (see Table B.7). In addition, we observe
that when RHC and dRHC are executed on the edited data they are able to create extremely
small condensing sets (see Table B.6). They contain less than 5% of items of the initial training
set on average. Considering the differences between the performance of RHC and dRHC, we
conclude that dRHC may be characterized as a slightly better approach than RHC.

We can make a final comment concerning the average measurements (last rows in Ta-
bles B.4-B.7): almost in all cases, RHC and dRHC appear to build the smallest condensing
sets with the lowest preprocessing cost, and a high classification accuracy, similar to that of
CNN-rule.

Complementary experiments

As already mentioned, in the context of 1-NN classification, duplicates do not influence classi-
fication accuracy but affect the classification computational cost. However, they influence the
data reduction procedures. Consequently, we wanted to measure the performance of the ex-
amined condensing and prototype abstraction algorithms using the original KDD dataset that
contains a high number of duplicates. Especially for dRHC that dynamically builds its con-
densing set based on a weight-based schema, this experiment is essential. Hence, we ran exper-
iments using the original KDD dataset (494020 items). By applying five-fold cross-validation,

we obtained the measurements presented in Table B.§.
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Table 3.8: Experimental results on the original KDD dataset: Accuracy (Acc (%)), Reduction
Rate (RR (%)) and Preprocessing Cost (PC (millions of distance computations))

Criterion | IB2 | RHC | dRHC |
Accuracy (%): 99.87 | 99.84 | 99.82
Reduction Rate (%): 99.78 | 99.77 | 99.76
Preprocessing Cost (M) : | 209.08 | 291.91 | 223.97

Applying the preprocessing of CNN-rule, RSP3 and PSC on such a large dataset is an ex-
tremely time consuming procedure. Especially the execution of RSP3 is prohibitive, due to
the costly retrieval of the most distant points in each subset. We decided to exclude those
algorithms from this phase of our experimentation because of their high preprocessing cost.
Certainly, conventional 1-NN classification is also extremely time-consuming. It needs to
compute over 39 billions distances for each fold, and thus, we did not consider it in this exper-

iment.

The results shown in Table B.§ are very similar to the ones presented in Tables B.2-B.4
concerning the KDD dataset. Of course, since the original KDD dataset contains over 70%
more items (duplicates), reduction rate and preprocessing cost measurements in Table B.g are
higher than those in Tables .3 and B.4. Furthermore, since the testing portions of the original

KDD dataset contain more items, higher accuracies are achieved.

Another issue that we wanted to explore is how the size of data segment influences the
performance of dRHC. Therefore, we ran experiments by adopting different segment sizes. The
corresponding results are presented in Table B.9. Considering the measurements, we conclude
that segment size is rather irrelevant during dRHC execution. None of the comparison criteria

is substantially improved by increasing or decreasing the segment size.

For dRHC and IB2, which are dynamic algorithms, we studied how the sizes of condensing
sets are increased over time and estimated the cost needed for the preprocessing of each data
segment. Indicatively, Figure B.4 presents these measurements for the LR and PD datasets in
their non-edited form. The measurements are similar for all datasets, so we do not include
figures for the other datasets. Let’s recall that IB2 examines each individual item and decides
whether to put it in the condensing set or not. On the other hand, dRHC considers data
in data segments. Regarding the diagram for preprocessing cost measurements, it reports a
preprocessing cost value for each CS update phase of dRHC and for each pass of ¢ items for
IB2, where ¢ is equal to the size of the data segment used by dRHC.
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Table 3.9: Using different segment (Memory/Buffer) sizes during dRHC execution on the non-
edited datasets (Accuracy (Acc (%)), Reduction Rate (RR (%)) and Preprocessing Cost (PC (mil-
lions of distance computations))

Segment size
500 | 1000 | 2000 | 4000

Acc: 94.20 93.40 93.93 94.12

LR RR: 88.06 88.10 88.18 88.37
PC: 19.75 19.48 19.57 19.99

Acc: 72.52 72.68 72.96 72.51

MGT RR: 72.92 73.63 74.59 75.29
PC: 30.28 28.45 26.12 22.77

Acc: 98.42 98.49 98.41 98.40

PD RR: 97.29 97.23 97.22 96.95

Dataset

PC: 1.38 1.44 1.63 2.07
Acc: 88.92 87.69 88.73 89.18
LS RR: 88.24 88.94 89.48 89.41
PC: 1.57 1.43 1.52 1.64

Acc: 99.74 99.68 99.73 99.70

SH RR: 99.46 99.48 99.45 99.49

PC: 8.12 7.70 8.38 7.48

Acc: 97.31 97.56 97.82 97.29

TXR RR: 95.25 95.06 94.90 94.56
PC: 0.67 0.75 1.03 2.59

Acc: 85.38 84.97 85.47 85.64

PH RR: 82.34 82.28 81.88 80.99

PC: 1.64 1.55 1.34 0.82

Acc: 99.39 99.42 99.42 99.38

KDD RR: 99.22 99.22 99.24 99.25
PC: 57.59 57.32 54.58 51.62

Acc: 68.8 - - -
BL RR: 78.04 - - -
PC: 0.05 - - -

Acc: 83.15 83.64 82.42 83.19
BN RR: 82.63 81.98 81.63 79.86

PC: 1.51 1.47 1.22 0.73

Acc: 47.10 48.99 - -
YS RR: 49.85 49.23 - -

PC: 0.32 0.49 - -

Acc: 93.34 92.96 92.69 92.03
TN RR: 95.19 95.75 96.37 96.31
PC: 0.72 0.64 0.65 1.06
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Figure 3.4: Processing per data segment

Both measurements increase over time because the size of the available condensing set
increases, and thus, more distances need to be computed over time. The last PD data segment
contains 874 items instead of 1000. Therefore, lower preprocessing cost is needed for that
segment (see Figure B.4(c)). Concerning dRHC, as we expected, the initial CS construction
phase is more time-consuming than the following CS update phases (see discussion near the
end of Subsection B.2.3). Considering Figure B.4 as well as the measurements in Tables B.2-B.7,
one can conclude that dRHC achieves better performance than IB2 in terms of all comparison

criteria.

Non-parametric statistical test

We complement the section of the performance evaluation providing the results of a non-
parametric statistical test of significance [116]. In particular, we used the Wilcoxon signed

ranks test [32] in order to validate the experimental results presented in Tables B.7-B.7. The
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test compares DRTs in pairs taking into consideration their performance on each dataset. RHC

and dRHC were compared to each other and to each one of the comparison algorithms.

We ran the test four times. Once on the measurements of each comparison criterion (clas-
sification accuracy (ACC), reduction rate (RR), preprocessing cost (PC)) and once on the mea-
surements of the overall classification performance criterion. By following the idea presented
in [48, 47], we computed the measurements of the overall classification performance by aver-
aging the measurements of the three comparison criteria. Therefore, the overall performance
considered the three criteria as having the same significance. Certainly, the computation of
the overall classification performance implies that the measurements of the three criteria are
in the same range. Therefore, first, we normalized the measurements to the interval [0, 1].

Suppose that there are n performance measurements of the criterion a and they must be nor-

malized to the interval [0, 1]. The normalized i-th measurement, i = 1,...,n is estimated as
follows:
norm(a;) = —4 = min_
‘ Emaz - Emzn

where FE,,;, and F,,,, are the minimum and maximum measurements for a, respec-
tively. Since low preprocessing cost is desirable, we used 1 — normalized(PC') instead
of normalized(PC).

Also, we ran all the tests twice, one on the measurements obtained on the non-edited
datasets and one on the measurements obtained on the edited data. Notice that we do not
include the measurements obtained by the experimentation on the original form of the KDD

dataset.

Tables and present the results of the Wilcoxon test. The columns labeled with
“w/l/t” show the number of wins, losses and ties respectively (e.g., in Table .10, in the overall
performance of RHC vs CNN case, “12/2/0” means that RHC was better than CNN 12 times
and worse 2 times). The Wilcoxon value (columns labeled with “Wilc.”) depicts how significant
the difference of the corresponding algorithms is. If it is lower than 0.05, one can claim that

the difference between the two methods is statistically significant.

This is true almost in all comparison pair in terms of overall classification performance.
Therefore, the results of the test confirm that RHC and dRHC perform better than the other
algorithms. It is worth mentioning that the results of the statistical tests presented in Table
reveal that the difference between dRHC and RHC is statistically significant. Thus, the test
confirms that dRHC performs slightly better than RHC. In terms of reduction rate, the tests
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Table 3.10: Results of the Wilcoxon signed ranks test on the measurements obtained from the
non-edited data

Methods ACC RR PC Overall
w/l/t \ Wile. | w/l/t \Wilc. w/l/t \ Wile. | w/l/t \Wilc.
RHC vs CNN 2/12/0 | 0.009 | 14/0/0 | 0.001 | 14/0/0 | 0.001 | 12/2/0 | 0.005
RHC vs IB2 8/5/1 0.311 | 10/4/0 | 0.030 | 5/9/0 0.397 | 10/4/0 | 0.022
RHC vs RSP3 1/13/0 | 0.009 | 14/0/0 | 0.001 | 14/0/0 | 0.001 | 14/0/0 | 0.001

RHC vs PSC (j=2) 13/1/0 | 0.002 | 10/4/0 | 0.245 | 12/2/0 | 0.011 | 13/1/0 | 0.002
RHC vs PSC (j=4) 12/2/0 | 0.002 | 10/4/0 | 0.245 | 14/0/0 | 0.001 | 13/1/0 | 0.001
RHC vs PSC (j=6) 13/1/0 | 0.004 | 9/5/0 | 0.221 | 14/0/0 | 0.001 | 11/3/0 | 0.005
)
0

RHC vs PSC (j=8 13/1/0 | 0.002 | 10/4/0 | 0.109 | 14/0/0 | 0.001 | 13/1/0 | 0.002
RHC vs PSC (j=10) | 14/0/0 | 0.001 | 11/3/0 | 0.074 | 14/0/0 | 0.001 | 13/1/0 | 0.002

dRHC vs CNN 5/9/0 | 0.363 | 14/0/0 | 0.001 | 14/0/0 | 0.001 | 14/0/0 | 0.001
dRHC vs IB2 9/5/0 | 0.026 | 12/2/0 | 0.002 | 11/3/0 | 0.041 | 11/3/0 | 0.005
dRHC vs RSP3 2/12/0 | 0.026 | 14/0/0 | 0.001 | 14/0/0 | 0.001 | 14/0/0 | 0.001

dRHC vs PSC (j=2) | 13/1/0 | 0.001 | 10/4/0 | 0.124 | 12/2/0 | 0.019 | 13/1/0 | 0.001
dRHC vs PSC (j=4) | 14/0/0 | 0.001 | 11/3/0 | 0.064 | 11/3/0 | 0.026 | 14/0/0 | 0.001
dRHC vs PSC (j=6) | 13/1/0 | 0.001 | 11/3/0 | 0.041 | 13/1/0 | 0.004 | 12/2/0 | 0.002
)
0

dRHC vs PSC (j=8 14/0/0 | 0.001 | 12/2/0 | 0.030 | 14/0/0 | 0.001 | 13/1/0 | 0.001
dRHC vs PSC (j=10) | 14/0/0 | 0.001 | 12/2/0 | 0.026 | 14/0/0 | 0.001 | 13/1/0 | 0.001
dRHC vs RHC 10/4/0 | 0.048 | 11/3/0 | 0.056 | 11/3/0 | 0.109 | 13/1/0 | 0.006

confirm that RHC and dRHC perform better than the other algorithms. Although IB2 has more
wins than RHC in terms of preprocessing cost, the difference is not statistically significant
(Wile. = 0.397). In all other cases, RHC and dRHC perform better than the other algorithms
in terms of preprocessing cost. In terms of accuracy, RHC is statistically better than PSC and
dRHC is statistically better than IB2 and PSC. Although RHC has more wins than IB2 (8/5/1 in
Table and 6/4/0 in Table B.11)), the difference is not statistically significant (note that we
have adopted a very strict threshold, i.e., Wilc. = 0.05, for the Wilcoxon significance level). In
addition, the results in Table confirm that RSP3 leads to the most accurate classification.
Last but not least, the tests show that RHC and dRHC are as accurate as CNN-rule.

3.2.5 Conclusions

This section presented RHC, a fast non-parametric algorithm for data reduction. It uses k-

means clustering to recursively cluster the training dataset into homogeneous clusters. The
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Table 3.11: Results of the Wilcoxon signed ranks test on the measurements obtained from the
edited data

Methods ACC RR PC Overall
w/l/t \ Wile. | w/l/t \Wilc. w/l/t \ Wile. | w/l/t \ Wilc.
RHC vs CNN 5/5/0 0.959 | 10/0/0 | 0.005 | 10/0/0 | 0.005 | 7/3/0 0.093
RHC vs IB2 6/4/0 0.114 | 9/1/0 | 0.013 | 3/7/0 0.169 7/3/0 0.074
RHC vs RSP3 1/9/0 0.074 | 10/0/0 | 0.005 | 10/0/0 | 0.005 | 10/0/0 | 0.005

RHC vs PSC (j=2) 10/0/0 | 0.005 | &/1/1 | 0.011 | 10/2/0 | 0.005 | 10/0/0 | 0.005
RHC vs PSC (j=4) 10/0/0 | 0.005 | 9/1/0 | 0.007 | 10/0/0 | 0.005 | 10/0/0 | 0.005
RHC vs PSC (j=6) 10/0/0 | 0.005 | 9/1/0 | 0.007 | 10/0/0 | 0.005 | 10/0/0 | 0.005
)
0

RHC vs PSC (j=8 10/0/0 | 0.005 | 9/1/0 | 0.009 | 10/0/0 | 0.005 | 10/0/0 | 0.005
RHC vs PSC (j=10) | 10/0/0 | 0.005 | 9/1/0 | 0.009 | 10/0/0 | 0.005 | 10/0/0 | 0.005

dRHC vs CNN 6/4/0 | 0.386 | 10/0/0 | 0.005 | 10/0/0 | 0.005 | 8/2/0 | 0.017
dRHC vs IB2 8/2/0 | 0.037 | 9/0/1 | 0.008 | 9/0/1 | 0.008 | 8/2/0 | 0.017
dRHC vs RSP3 3/7/0 | 0.333 | 10/0/0 | 0.005 | 10/0/0 | 0.005 | 10/0/0 | 0.005

dRHC vs PSC (j=2) | 10/0/0 | 0.005 | 9/1/0 | 0.009 | 9/1/0 | 0.009 | 10/0/0 | 0.005
dRHC vs PSC (j=4) | 10/0/0 | 0.005 | 9/1/0 | 0.009 | 10/0/0 | 0.005 | 10/0/0 | 0.005
dRHC vs PSC (j=6) | 10/1/0 | 0.005 | 8/2/0 | 0.013 | 10/0/0 | 0.005 | 10/0/0 | 0.005
)
0

dRHC vs PSC (j=8 10/0/0 | 0.005 | 8/2/0 | 0.013 | 10/0/0 | 0.005 | 10/0/0 | 0.005
dRHC vs PSC (j=10) | 10/0/0 | 0.005 | 8/2/0 | 0.013 | 10/0/0 | 0.005 | 10/0/0 | 0.005
dRHC vs RHC 8/2/0 | 0.114 | 6/4/0 | 0.241 | 8/2/0 | 0.093 | 8/2/0 | 0.059

condensing set consists of the means of the final clusters. RHC combines the advantages of
RSP3 and PSC algorithms while avoiding their drawbacks. Furthermore, we presented dRHC, a
dynamic version of RHC, which retains all good properties of RHC and, in addition, it supports
frequent updates of the condensing set. Therefore, it can deal with datasets that cannot fit into

the main memory and/or streaming training training data which are gradually available.

Experimental results, obtained by using the non-edited and edited versions of several
datasets, showed that both algorithms had low preprocessing cost and achieved the highest re-
duction rates without significant loss of accuracy. We claim that these properties render RHC
and dRHC appropriate for environments where fast classification and/or low preprocessing
cost are critical. Moreover, we demonstrated that dRHC is independent of the size of data

segment (memory/buffer).
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3.3 Editing by finding Homogeneous Clusters

3.3.1 Motivation and contribution

The reduction rates of many condensing and prototype abstraction algorithms depend on the
level of noise in the training data. In effect, the higher the level of noise, the lower the reduction
rates achieved. Therefore, effective application of such algorithms implies removal of noise
from the data, i.e., application of an editing algorithm beforehand [29, 76]. Hence, editing has
a double goal: accuracy improvement and effective application of condensing and prototype
abstraction algorithms.

Although editing algorithms contribute in obtaining high quality training data, they con-
stitute a costly preprocessing step. Moreover, the editing algorithms are parametric, i.e., the
user defines the values of certain input (tuning) parameters. This implies time-consuming
trial-and-error procedures to tune the parameters. These observations are behind the motiva-
tion of the work presented in this section. The contribution is the proposal and evaluation of
a fast, non-parametric editing algorithm that is based on a k-means clustering procedure that
forms homogeneous clusters. This procedure is similar to that of RHC (see Section B.2.9). The
proposed algorithm is called Editing through Homogeneous Clusters (EHC), leads to accurate
k-NN classifiers and has low preprocessing cost.

The rest of the section is organized as follows: Subsection presents the proposed EHC
algorithm. Performance evaluation experiments are presented in Subsection and, finally,

Subsection concludes the section.

3.3.2 The Editing through Homogeneous Clusters (EHC) algorithm

As mentioned in Section P.1.7, editing algorithms either extend ENN-rule or are based on the
same idea. The proposed EHC algorithm follows a completely different, non-parametric strat-
egy in order to remove noise, mislabelled and close-border data items. Actually, it is based on
the idea of RHC. Therefore, EHC iteratively applies k-means clustering on training data until
all constructed clusters containing items of a specific class only, i.e., they are homogeneous.
In the process, EHC removes all the clusters that contain only one item. We call these clus-
ters one-item clusters. The idea behind EHC is quite simple: one-item-clusters are redundant.
These items are probably outliers or lie in a region of a different class (noise) or lie close to a

decision-boundaries region, and thus, they must be removed.
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Initially, EHC considers the whole training set to be a non-homogeneous cluster. The algo-
rithm computes a mean item for each class (class-mean) by averaging the corresponding items
in the non-homogeneous cluster. If the cluster contains items from c classes, EHC computes
c means. Then, it applies k-means clustering on the cluster, using the class-means as initial
means, and builds ¢ clusters. This clustering procedure is recursively applied on the items of
each non-homogeneous cluster built. One-item clusters are removed. The items assigned to
non-one-item clusters constitute the edited set. Algorithmically, EHC differs from RHC in the
following point: EHC stores in the edited set all training items that have not been assigned
to one-item clusters, while RHC computes the mean item for each homogeneous cluster and

stores it in the condensing set.

Two examples that demonstrate the operation of EHC are depicted in Figures 3.5 and B.6.
More specifically, Figure B.5 demonstrates how EHC identifies and removes a close-border
item, while Figure B.§ demonstrates how the algorithm removes an item that is noise. Note
that non-homogeneous clusters are depicted with dashed borders. EHC identifies and removes
outliers in a similar way. In particular, Figure B.5(a) presents a dataset with a border item that
should be removed. Initially, EHC computes the class-means by averaging the items that be-
long to each class (Figure B.§(b)). Then, k-means is executed using the class-means as initial
means and identifies two clusters (Figure B.5(c)): cluster A is non-homogeneous while cluster
B is homogeneous. Since cluster B is homogeneous and has more than one item, it is ignored.
Then, the class-means in cluster A are computed (Figure B.5(d)) and k-means is executed on
the data of the particular cluster. The result is the construction of two homogeneous clusters
(Figure B.5(e)). Since cluster D is a one-class cluster, it is removed (Figure B.5(f)). In an anal-
ogous way, EHC removes the item that represents noise in Figure B.6(a). EHC identifies and

removes outliers in a similar way.

Algorithm [L1] describes a possible implementation of EHC. It utilizes a queue data structure
@ in order to hold the unprocessed clusters. Initially, the edited set (E£S) is set to be the whole
training set (7'S) (line 1) and () holds the whole 7'S as one unprocessed cluster (lines 2-3). In
each algorithm iteration, cluster C' is taken from the head of () and is examined (line 5). If C'
is homogeneous (line 6), the algorithm counts the items in C' and if C' is a one-item cluster, its
item is removed from E'S (lines 7-9). If C' is a non-homogeneous cluster, the class-means for
all the classes present in it are computed and added to set R (lines 11-14). Set R and cluster C'

are the input parameters to k-means clustering (line 15). The returned clusters are enqueued
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in () (lines 16—18). The loop continues as long as there are non-homogeneous clusters (line
20).

EHC may assign a typical data item (that is not noise or a close-border item) to an one-
item cluster and remove it. For instance, suppose that a non-homogeneous cluster with two
items is built. EHC will remove both items even when one of them belongs to the major class
of the region. Concerning the computational cost, we can easily conclude that EHC is a fast
preprocessing algorithm. It uses the fast k-means clustering algorithm that is also sped-up
by considering as initial means the means of the classes that are present in each cluster. One
expects that the resulting clusters are quickly consolidated and the cost is lower than when
opting for random means initialization. It is worth mentioning that contrary to all other edit-
ing methods, EHC does not compute distances between “real” items. It computes distances

between items and mean items. Moreover, contrary to ENN-rule and some of its variations
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Algorithm 11 EHC

Input: 7'S
Output: £S
1: ES« TS
22 Q9
3: Enqueue(Q, T'S)
4: repeat
5. (' < Dequeue(Q)
6:  if C'is homogeneous then
7: if |C| = 1 then
8 ES +— ES-C
9: end if
10: else
11: R <+ @ {Ris the set of class-means}
12: for each class M in C' do
13: R+ RUmean_of(M)
14: end for
15: Clusters < K-MEANS(C, R)
16: for each cluster C'l € Clusters do
17: Enqueue(Q, C1)
18: end for
19:  end if

20: until IsEmpty(Q) {until all constructed clusters are homogeneous}
21: return ES

that compute a fixed number of distances regardless the item distribution in the multidimen-
sional space, the number of distances computed by EHC is difficult to predict in advance.
It exclusively depends on the item distribution in the data space. The main advantages of
EHC are that, contrary to all other editing approaches, it is very fast and to the best of our
knowledge is the only non-parametric editing algorithm. Hence, costly and time-consuming

trial-end-error procedures for parameter tuning are avoided. Finally, EHC builds the same

edited set regardless of data ordering.
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3.3.3 Performance evaluation
Experimental setup

The proposed EHC algorithm was coded in C and evaluated on ten datasets. We downloaded
eight datasets from the KEEL dataset repositoryE [6] and give theit profile in Table B.17. Ini-
tially, we did not know the level of noise in each dataset. After our experimentation, we
realized that the LIR dataset is an almost noise-free dataset and the LS and PH datasets have
low levels of noise. Since, we wanted to test how editing behaves on noise-free datasets, we
decided to include these datasets in our experimentation. Moreover, we built two additional
datasets by adding 10% random noise in LS and PH. We refer to these datasets as LS-n and
PH-n respectively. The noise was added by setting the class label of the 10% of the training
items to a randomly chosen different class label. No other data transformation was performed.

Finally, the Euclidean distance was adopted as the distance metric.

Table 3.12: Datasets description

’ Dataset ‘ Size (items) ‘ Attributes ‘ Classes ‘
Magic Gamma Telescope (MGT) 19020 10 2
Landsat Satellite (LS) 6435 36 6
Phoneme (PH) 5404 5 2
Letter Image Recognition (LIR) 20000 16 26
Banana (BN) 5300 2 2
Ecoli (ECL) 336 7 8
Pima (PM) 768 8 2
Yeast (YS) 1484 8 10

For comparison purposes, we coded the three state-of-the-art algorithms presented in de-
tail in Section (ENN-rule, All-£NN and Multiedit). We coded and used an implementation
of multiedit that may re-compute the same distance more than once. An implementation that
does not re-compute distances, would have to store already computed distances since they
should be available until the end of execution. This may lead to an inefficient implementation
with high memory requirements. We note that EHC and the aforementioned algorithms are
available on WebDRY (see Appendix [A]).

Shttp://sci2s.ugr.es/keel/datasets.php
*https://ilust.uom.gr/webdr
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An important issue that we had to address was the tuning of the parameters of the afore-
mentioned algorithms. For all of them, we adopted the settings proposed in [49]. In particular,
we used £ = 3 for ENN-rule, £k = 7and k£ = 9 for All-kNN and n = 3 and R = 2 for multiedit.
These settings are very common in many experimental studies in the literature. In addition,
we used £ = 5 for ENN-rule and n = 5 for multiedit. Finally, we also measured and present

the performance of the conventional 1-NN classifier (classification without editing).

The four editing algorithms were compared to each other in terms of two main criteria:
classification accuracy and preprocessing (editing) cost. The latter was estimated by counting
the distances computed by each algorithm. Accuracy measurements were estimated by exe-
cuting the 1-NN classifier on the edited sets. For each algorithm and dataset, we report the
average accuracy and cost measurements obtained via a five-fold cross-validation. We used
the pairs of training/testing sets distributed by the KEEL repository. Although the reduction
rates achieved by each method do not indicate the best performing algorithm, they reveal the
percentage of data that is considered as noise by each algorithm. Therefore reduction rates

are also reported.

Experimental measurements

The performance measurements of our experimental study are presented in Table B.13. Each
table cell contains three measurements that correspond to the execution of an editing approach
on a particular dataset. The three measurements are: accuracy, reduction rate and preprocess-

ing cost in millions of distance computations. The best measurements are in bold.

As we expected, EHC is the fastest approach. It achieves very low average preprocessing
cost compared to the other algorithms (see the last row of the table). EHC computes the fewest
distances in nine out of ten datasets. Furthermore, we observe that the cost gains are very
high for large datasets. Finally, as we predicted in Section B.3.4, EHC computes a completely
different number of distances for the LS, LS-n datasets and the PH, PH-n datasets.

Concerning accuracy measurements, we observe that the proposed algorithm is compara-
ble to ENN-rule and All-ANN. Multiedit has the worst accuracy, especially for the LIR and ECL
datasets, where the accuracy measurement is unacceptable. This happens because multiedit
removes data that should not be removed. Although the differences in accuracy between EHC,

ENN and All-kNN are not statistically significant, we observe that EHC has the highest accu-
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Table 3.13: Experimental results: Accuracy (Acc (%)), Reduction Rate (RR (%)) and Preprocess-
ing Cost (PC (millions of distance computations))

ENN | ENN | Multiedit | Multiedit |AILNN|AIENN
Dataset |1-NN| ) o 1 5\ ln=3R=2|n=5R=2)| (k=7 |k =9) | FHC
Acc|78.14 | 80.44 | 80.57 76.75 75.26 80.76 80.86 |79.52
MGT RR - 20.08 | 19.20 39.98 42.36 29.67 30.38 |10.70
PC - 115.76 |115.76 2,839.55 1,447.93 115.76 | 115.76 | 4.08
Acc|90.60| 90.30 | 90.43 86.79 86.03 90.12 90.16 |90.55

LS RR - 9.07 9.27 24.13 26.17 13.92 14.51 3.11
PC - 13.25 | 13.25 266.22 139.53 13.25 13.25 1.69
Acc|90.10| 88.14 | 87.53 80.77 79.72 86.55 86.23 |89.06

PH RR - 11.25 | 11.93 34.14 36.91 17.92 19.30 7.36
PC - 9.35 9.35 166.22 53.71 9.35 9.35 0.66
Acc|95.83| 94.98 | 94.87 70.94 58.35 94.28 94.00 |95.23

LIR RR - 4.33 4.44 43.43 56.59 7.31 7.97 3.95
PC - 127.99 |127.99 7,214.38 2,900.53 127.99 | 127.99 |41.85

Acc| 86.91| 89.36 | 89.55 89.83 90.38 89.509 89.79 | 88.60

BN RR - 11.53 | 10.98 20.12 21.64 17.10 17.51 |[10.65
PC - 8.99 8.99 106.69 60.26 8.99 8.99 0.56
Acc|79.78 | 81.57 | 81.86 63.10 46.11 81.26 80.66 |82.16

ECL RR - 20.45 | 20.45 47.29 60.15 28.63 30.48 |17.01
PC - 0.036 | 0.036 0.100 0.055 0.036 0.036 (0.035

Acc| 68.36| 71.87 | 71.75 71.36 68.89 72.65 73.30 |70.32

PM RR - 30.16 | 29.43 53.07 58.96 4556 46.24 |16.59
PC - 0.19 0.19 0.51 0.26 0.19 0.19 0.06
Acc|52.16 | 56.47 | 57.07 52.90 50.54 58.29 58.42 |54.45

YS RR - 45.73 | 43.89 74.34 80.93 59.90 61.25 |[29.58
PC - 0.70 0.70 1.19 0.58 0.70 0.70 0.84

Acc| 82.58 | 89.64 | 89.74 86.47 85.55 89.73 89.84 |87.55

LS-n RR - 19.82 | 18.45 38.33 40.19 29.64 30.17 |10.93
PC - 13.25 | 13.25 139.02 78.43 13.25 13.25 2.00

Acc| 82.14 | 86.94 | 86.70 81.31 79.29 86.31 85.90 |86.16
PH-n RR - 21.20 | 20.61 44.93 49.85 33.29 34.68 |17.66
PC - 9.35 9.35 52.65 31.74 9.35 9.35 0.71

Acc| 80.66| 82.97 | 83.01 76.02 72.01 82.95 82.92 |82.36

AVG RR - 19.36 | 18.87 41.98 47.38 28.29 29.25 |12.75
PC - 29.89 | 29.89 1,078.65 471.30 29.89 29.89 5.25
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racy in four out of ten datasets. However, ENN-rule has the highest average accuracy (see last
row in Table B.13).

For the LIR, LS and PH datasets that contain low levels of noise, all editing approaches
seem to negatively affect accuracy since the conventional 1-NN classifier is the most accurate
approach. However, in all these cases, EHC is the most accurate editing algorithm. In con-
trast, in the rest seven datasets, most of the editing approaches achieve higher accuracy than
the conventional 1-NN classifier. Therefore, it appears that editing constitutes a necessary
preprocessing step.

The proposed algorithm has the lowest reduction rate. EHC removes items by using the
strict criterion of one-item clusters. For datasets with extremely high levels of noise (e.g. 30%
or more), it is not certain that EHC will improve classification accuracy like ENN-rule with
an appropriate k value does. On the other hand, EHC is not expected to negatively affect

classification accuracy as much as the other methods do.

Non-parametric statistical test

We validated the performance measurements previously presented by applying the Wilcoxon
signed ranks test [32]. In effect, we executed the particular test three times: once on the
ten measurements of each criterion (classification accuracy (ACC), preprocessing cost (PC)),
and once on the ten measurements of the overall classification performance criterion. Sim-
ilar to [48, 47], the overall performance is the average of the normalized measurements of
accuracy and preprocessing cost. Therefore, first, we normalized the measurements of each
criterion to the range [0,1]. The overall performance considered accuracy and preprocess-
ing cost as having the same significance. Since low preprocessing cost is desirable, we used
1 — normalized(PC). Note that since the reduction rate does not indicate if an algorithm
performs better than another, we did not run the test for the particular criterion.

The results of the test are shown in Table B.14. The columns labelled with “w/1” count the
number of wins and loses respectively. The columns with label “Wilc.” present the Wilcoxon
significance level. If for a pair of algorithms this value is lower than 0.05, one can claim that
there is statistically significant difference between the two algorithms.

Considering the table, we can safely conclude that EHC is statistically better than the other
algorithms in terms of preprocessing cost. Moreover, it is obvious that EHC is statistically

better than multiedit in terms of classification accuracy. On the other hand, the differences
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Table 3.14: Results of the Wilcoxon signed ranks test

ACC PC Overall
Methods w/l \ Wile. | w/l \ Wile. | w/l \ Wilc.
EHC vs ENN (k=3) 4/6 | 0.126 | 9/1 | 0.013 | 4/6 | 0.333
EHC vs ENN (k=5) 4/6 | 0.169 | 9/1 | 0.013 | 4/6 | 0.333

EHC vs Multiedit (n=3, R=2) | 8/2 | 0.017 | 10/0 | 0.005 | 8/2 | 0.013
EHC vs Multiedit (n=5, R=2) | 9/1 | 0.009 | 9/1 | 0.013 | 9/1 | 0.007
EHC vs All-£-NN (k=7) 4/6 | 0.386 | 9/1 | 0.013 | 4/6 | 0.646
EHC vs All-£-NN (k=9) 5/5 | 0.508 | 9/1 | 0.013 | 5/5 | 0.575

between accuracy measurements of all other pairs are not statistically significant. Concern-
ing the overall classification performance, EHC performs better than Multedit (the difference

between the particular algorithms is statistically significant).

3.3.4 Conclusions

Classification accuracy achieved by the k-NN classifier strongly depends on the quality of the
available training data. Noise and mislabelled data as well as outliers and overlaps between
regions of different classes are the reasons of bad classification performance for the particu-
lar classifier. Editing algorithms can improve classification accuracy by removing such data.
In this section, we proposed a non-parametric algorithm, called Editing through Homoge-
neous Clusters (EHC), which follows a completely different strategy than the other editing
approaches. EHC is based on a clustering procedure that forms homogeneous clusters in the
training data. The clusters that contain only one item are considered irrelevant (they repre-
sent noise, outlier or close-border items) and are removed. An experimental study with ten
datasets showed that the proposed algorithm is very fast and achieves comparable classifica-

tion accuracy to the state-of-the-art editing algorithms.
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3.4 Simultaneous editing and data abstraction by finding ho-

mogeneous clusters

3.4.1 Motivation and contribution

As already mentioned, the application of an editing algorithm is an extra and usually costly
preprocessing step. In Sections B.4 and B.3, we presented RHC and EHC, respectively. RHC is a
prototype abstraction algorithm while EHC is an editing algorithm. Both are non-parametric,
very fast and based on a similar k-means clustering procedure that finds homogeneous clusters
in the training data. The motivation here is to ascertain if the aforementioned algorithms can
be effectively combined in a new prototype abstraction algorithm. The contribution is the pro-
posal and the evaluation of an effective fast, non-parametric prototype abstraction algorithm
that integrates the idea of editing. It is called Editing and Reduction though Homogeneous
Clusters (ERHC) and is a descendant of our RHC and EHC algorithms.

The rest of the section is organized as follows. Subsection presents the proposed
ERHC algorithm. Experimental measurements and the results of the Wilcoxon signed ranks
test are presented in Subsection B.4.3. Finally, Subsection concludes the presentaion of
ERHC.

3.4.2 The Editing and Reduction through Homogeneous Clusters (ERHC)
algorithm

ERHC constitutes a combination of RHC and EHC. Practically, it is a RHC variation that can
effectively manage datasets with noise. ERHC works in a way similarly to RHC and EHC.
More specifically, it works as follows. Initially, the whole training set is considered to be
a non-homogeneous cluster. ERHC begins by computing the class-mean for each class by
averaging the corresponding items of the cluster. Therefore, for a dataset with n classes, ERHC
estimates n class-means. ERHC continues by executing k-means clustering adopting the n
class-means as initial means. The result is the construction of n clusters. If a homogeneous
cluster is identified and contains a single item, ERHC removes it. Otherwise, its cluster-mean
is a prototype and is placed in the condensing set. The above clustering procedure is applied
recursively on the items of each non-homogeneous cluster. ERHC terminates when all clusters

become homogeneous. The final condensing set built by ERHC contains the cluster-means of
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the homogeneous clusters that contain more than one item. In effect, RHC, EHC and ERHC,
differ to each other on how they treat the homogeneous clusters. Of course, using the class-
means as initial means for k-means clustering, the number of clusters built is automatically

determined.

The aforementioned procedure is depicted in the example presented in Figure B.7. Suppose
that the initial training set contains two classes, squares and circles (Figure B.7(a)). ERHC
computes two class-means (Figure B.7(b)). k-means is applied on the training set and builds
two clusters, A and B (Figure B.7%(c)). A is homogeneous and contains more than one item.
Therefore, its cluster-mean is placed in the condensing set. B is non-homogeneous since it
contains items from both classes. Therefore, ERHC computes two class-means (Figure B.7(d)),
and then k-means is applied on B and builds clusters C' and D (Figure B.7(e)). Since D is
homogeneous and contains more than one item, its cluster-mean is placed in the condensing
set. Since C' is non-homogeneous, its class-means are computed (Figure B.7%(f)) and k-means is
applied on C building clusters F and F (Figure B.7(g)). Then, the cluster-mean of the non-one-
item-cluster homogeneous cluster F' is placed in the condensing set, while the class-means are
computed for the non-homogeneous cluster £ (Figure B.7%(e)). k-means is applied on F and the
result is the clusters G and H. Both are homogeneous (Figure B.7(i)). However, H is one-item-
cluster. Hence, it is removed (it is not represented in the condensing set). The cluster-mean
of G is placed in the condensing set (Figure B.7(j)). The final condensing set contains only
four items (reduction rate over 85%). Note that the only difference between RHC and ERHC
is that RHC will place in the condensing set a prototype for cluster /. However, this affects
the quality of the final condensing set.

ERHC is easy to implement. Algorithm [19is the pseudo-code of a possible implementation.
Like RHC and EHC, It uses a queue structure Queue to store clusters. Initially, Queue holds the
whole training set (7'S) as an unprocessed cluster (lines 1-2). In each iteration, the head cluster
C'is dequeued from Queue (line 5). If C'is homogeneous and not a one-item-cluster (lines 6-7),
its mean is placed in the condensing set (C'S) (lines 8-9). If C' is non-homogeneous (line 11), a
class-mean for each class in C'is computed and added to set M (lines 12-16). The latter as well
as C is the input to a k-means clustering call (line 17). The resulting clusters NewC'lusters are
enqueued in Queue (lines 17-20). The repeat-until loop (lines 4, 22) terminates when Queue
is empty, i.e., all clusters become homogeneous. We should mention that Algorithm [13 differs
from RHC presented in Algorithm [ in one point: the former includes an extra “if” statement

regarding the one-item-clusters (line 7).
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Figure 3.7: ERHC: data abstraction and editing process
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Algorithm 12 ERHC
Input: 7'S
Output: C'S

1: Queue <

2: Enqueue(Queue, T'S)

3: S+ o
4: repeat
5. (' < Dequeue(Queue)
6:  if C is homogeneous then
7: if |C| > 1 then
8: r <— mean of C'
9: CS «+— CSu{r}
10: end if
11:  else
12: M <+ & {Mis the set of class-means}
13: for each class L in C' do
14: my, < mean of L
15: M« MU {ms}
16: end for
17: NewClusters < K-MEANS(C, M)
18: for each cluster C' € NewClusters do
19: Enqueue(Queue, C')
20: end for
21: end if

22: until IsSEmpty(Queue)
23: return C'S

Obviously, ERHC is quite similar to RHC. However, we expect that the simple editing
mechanism integrated in ERHC can effectively improve classification performance especially
when data contains noise. ERHC inherits all the benefits of the algorithm for finding homoge-
neous clusters. Therefore, it is very fast since it is based on k-means that is accelerated by the
class-mean initializations. We used the full cluster consolidation for the stopping condition
of k-means clustering. ERHC could have been even be faster had we used another stopping
condition. Moreover, ERHC does not depend on the data order in the training set. We note
that ERHC is not equivalent to the successive execution of EHC and RHC algorithms (let’s call
this EHC-RHC). Different clusters are built by the two approaches and consequently different
reduction rates are achieved. Also, EHC-RHC has higher preprocessing cost than ERHC since
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it applies the procedure for finding homogeneous clusters twice: once on the non-edited and
once on the edited data. ERHC can simultaneously remove noise from the data and reduce the

size of the training set.

3.4.3 Performance evaluation
Experimental setup

ERHC algorithm was coded in C and tested on eleven datasets. Like all other DRTs imple-
mented during the PhD research, ERHC is available on WebDRE (see Appendix [A]). We used
nine datasets from the KEEL dataset repositoryE [6]. Six of them were also used in the exper-
imental study presented in Section B.3. Table summarizes the datasets used in this stage
of our experimentations. Our study revealed that the LIR, PD, SH and TXR datasets are noise-
free. All other datasets contain various levels of noise. In addition, the LS and PH datasets
have low levels of noise. Like in the experimental study presented in Subsection B.3.3, we built
two extra versions of these datasets by adding 10% noise. We refer to them as LS-n and PH-n
respectively. Practically, 10% noise were added by selecting a different class label for 10% of

the training items.

Table 3.15: Datasets description

’ Dataset ‘ Size (items) ‘ Attributes ‘ Classes ‘
Letter Image Recognition (LIR) 20000 16 26
Pen-Digits (PD) 10992 16 10
Shuttle (SH) 58000 9 7
Texture (TXR) 5500 40 11
Banana (BN) 5300 2 2
Landsat Satellite (LS) 6435 36 6
Magic Gamma Telescope (MGT) 19020 10 2
Phoneme (PH) 5404 5 2
Pima (PM) 768 8 2

In Section @, we compared RHC to CNN-rule, IB2, RSP3, PSC on the non-edited and edited
forms of several datasets. Consequently, we do not include experiments for these algorithms.
Here, ERHC is compared to RHC, ENN-RHC and EHC-RHC algorithms. ENN-RHC is the

"https://ilust.uom.gr/webdr
8http://sci2s.ugr.es/keel/datasets.php
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successive execution of ENN-rule for editing and RHC for data abstraction, whereas EHC-

RHC is the successive execution of EHC for editing and RHC for data abstraction.
We used ENN-rule because it is the reference editing algorithm (see Section 2.1.9) and, as

the experimentations in Subsection showed, it achieves good classification performance.
All other editing algorithms are either variations of ENN-rule or are based on the same idea.
Of’ course, the main disadvantage of ENN-rule is that the user should define the value of %
that defines the size of the examined neighbourhood. Here, we ran experiments with £ = 3.

That value is either adopted or suggested by many researchers [131, 49, 84].

The four algorithms were evaluated by estimating three measurements: accuracy, reduc-
tion rate, and, preprocessing cost in terms of distance computations. Accuracy was estimated
by running the 1-NN classifier over the condensing set built by each algorithm. We report the
average values of the measurements obtained via five-fold cross-validation. We used the five
pairs of training/testing sets distributed by the KEEL repository. The distances between items

were estimated using the Euclidean distance.

Experimental measurements

Table presents the performance measurements obtained with the best ones shown in bold
font. Preprocessing cost measurements are in million distances. In addition, Table reports
the accuracies obtained by applying the conventional 1-NN classifier (Conv-1-NN) on the non-
edited training data (without data reduction).

For the BN, PM, LS-n and PH-n datasets, one or more algorithms achieved higher accuracy
than Conv-1-NN. It is clear that ERHC performs better than RHC (with respect to all compar-
ison criteria). Thus, we conclude that ERHC effectively extends RHC. It is worth mentioning
that no editing approach (ERHC included) negatively affects accuracy of noise-free datasets
(LIR, PD, SH, TXR).

We expected EHC-RHC to have higher reduction rates than ERHC. However, the results
show that this is not always true. In five datasets (LIR, SH, TXR, LS, MGT), ERHC has higher
reduction rate than EHC-RHC. Nevertheless, the differences are almost insignificant.

Concerning the preprocessing cost, we observe that, in all cases, EHC-RHC has almost
the double cost compared to ERHC and RHC. Also, ENN-RHC is the slowest approach. This

is because it involves the execution of the costly ENN-rule procedure. In practice, the actual
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Table 3.16: Experimental results: Accuracy (Acc (%)), Reduction Rate (RR (%)) and Preprocess-
ing Cost (PC (millions of distance computations))
| Dataset | Conv-1-NN | RHC | ENN-RHC | EHC-RHC | ERHC |

Acc 95.825 93.585 92.720 93.045 92.690

LIR RR - 88.081 90.343 90.383 92.029
PC - 41.844 159.039 73.710 41.844

Acc 99.354 98.299 98.453 98.472 98.626

PD RR - 96.516 97.189 97.589 97.448
PC - 2.882 41.489 5.521 2.882

Acc 99.822 98.095 99.597 98.481 98.038

SH RR - 99.550 99.658 99.669 99.690
PC 16.827 1098.864 32.695 16.827

Acc 99.018 97.036 97.109 96.873 97.364

TXR RR - 94.705 95.582 95.732 95.936
PC - 3.629 12.675 6.133 3.629

Acc 86.906 83.283 88.094 87.019 88.000

BN RR - 79.684 95.660 93.000 90.330
PC - 0.562 9.519 1.014 0.562

Acc 90.598 88.951 89.138 88.392 89.013

LS RR - 89.841 95.062 92.273 92.949
PC - 1.693 14.984 3.192 1.693

Acc 78.144 71.966 77.781 74.716 77.014

MGT RR - 73.757 93.057 83.843 84.456
PC - 4.082 118.591 7.480 4.082

Acc 90.100 85.585 85.400 86.158 86.565

PH RR - 80.708 92.098 89.008 88.053
PC - 0.658 9.812 1.161 0.658

Acc 68.358 63.281 72.653 69.927 69.793

PM RR - 63.577 91.792 80.977 80.065
PC - 0.062 0.219 0.103 0.062

Acc 82.580 78.819 88.578 84.817 85.377

LS-n RR - 76.632 95.361 88.465 87.560
PC - 1.999 14.744 3.637 1.999

Acc 82.143 75.407 83.993 81.255 84.030

PHn RR - 64.246 92.019 86.394 81.910
PC - 0.706 116.164 1.180 0.706

Acc 88.441 84.937 88.501 87.196 87.865

Avg RR - 82.482 94.347 90.667 90.039
PC - 6.813 145.100 12.348 6.813
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preprocessing cost of ENN-rule may even be higher: tuning its parameter may require multiple
executions of a trial-and-error-procedure.

Although ENN-RHC is the slowest approach, it seems to be slightly more accurate than
EHC-RHC and ERHC. Moreover, it achieves higher reduction rate measurements on datasets
with high levels of noise. This is because ENN-rule considers as noise more items than EHC
and ERHC do.

Non-parametric statistical test

Like the experimental studies presented in Subsections and B.3.3, we validated the per-
formance measurements by applying the Wilcoxon signed ranks test [32]. We ran the test
four times, i.e., once for each comparison criterion (classification accuracy (ACC), reduction
rate (RR), preprocessing cost (PC)) and once on the measurements of the overall classification
performance criterion. Here, the overall classification performance takes into account the re-
duction rates. Therefore, the overall performance is computed by averaging the normalized
measurements (to the range [0, 1]) of the three criteria (we used 1 — normalized(PC')). Thus,
all criteria are considered as having the same significance.

Table shows the results of the test. The columns labelled with “w/1/t” counts the num-
ber of wins, losses and ties between the corresponding algorithms while the columns labelled
with “Wilc” list the Wilcoxon significance level. As we expected, the difference between ERHC
and RHC (Wilcoxon value < 0.05) is statistically significant in terms of accuracy, reduction rate
and overall classification performance. RHC has only two wins against ERHC (slightly higher
accuracy measurements for the LIR and SH datasets). Of course, ERHC is statistically better
than ENN-RHC and EHC-RHC in terms of preprocessing cost. There are not other signifi-
cant differences between ERHC and the other algorithms. On the other hand, we observe that
EHC-RHC is statistically better than RHC in terms of all criteria and than ENN-RHC in terms
of preprocessing cost. EHC-RHC is statistically worse than ENN-RHC in terms of accuracy

and reduction rate.

3.4.4 Conclusions

In this section, we proposed ERHC, an improved variation of the RHC algorithm that can han-
dle datasets with noise. It can achieve high reduction rates regardless the level of noise in the

training data and without requiring as high preprocessing cost as a sequential execution of
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Table 3.17: Results of the Wilcoxon signed ranks test

Method ACC RR PC Overall
eo® w/U{Wilc.| w/l/t [Wile.| w/l/t [Wile.| w/lt [Wilc.
ERHC vs RHC 9/2/0(0.016|11/0/00.003|0/0/11| 1 {11/0/0{0.003

ERHC vs ENN-RHC 4/7/0/0.286| 4/7/0 [0.041{11/0/0{0.003| 4/7/0 |0.248
ERHC vs EHC-RHC 8/3/0(0.033| 5/6/0 {0.328|11/0/0]0.003| 6/5/0 |0.790
EHC-RHC vs RHC 8/3/0(0.041/11/0/0{0.003|0/11/0{0.003|10/1/0|0,004
EHC-RHC vs ENN-RHC|3/8/0/0.033| 4/7/0 |0.041(11/0/0/0.003| 4/7/0 |0.213

EHC and RHC. The algorithm is based on a k-means clustering procedure that forms homo-
geneous clusters. The clusters that contain only one item are considered to be noise and are
removed. The mean items of the other homogeneous clusters are placed in the condensing set
as prototypes. ERHC inherits all the properties of RHC. Therefore, it is a fast non-parametric
prototype abstraction algorithm and its performance does not depend on the order of training
data. ERHC was empirically evaluated on eleven datasets. The experimental measurements il-
lustrated that ERHC is very fast and achieves high reduction rates and classification accuracy.

In all cases, the performance measurements were better than RHC.
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Chapter 4

Other proposed data reduction techniques

4.1 Introduction

The research objective of this chapter is also the issue of data reduction for improved k-NN
classification. It contributes two additional prototype abstraction algorithms. In Section .2,
a prototype abstraction version of the well-known IB2 algorithm is proposed. It is called
AIB2 [96, 88]. IB2 is an effective prototype selection algorithm (see Subsection P.1.3). Contrary
to many other Data Reduction Techniques (DRTs) and like dRHC (see Subsection B.2.3), IB2
is a very fast, one-pass condensing algorithm that builds its condensing set in an incremental
(dynamic) manner. AIB2 maintains this property of IB2. However, it generates new proto-
types instead of selecting them. AIB2 attempts to improve the efficiency of IB2 by positioning
the prototypes in the center of the data areas they represent. The empirical experimental study
and the Wilcoxon signed ranks test show that AIB2 performs better than IB2.

Section [.3 proposes a simple, noise-tolerant prototype abstraction algorithm called
REM [95]. REM is based on the popular k-means clustering algorithm. The conducted
experimental study shows that if the condensing set contains only the means of clusters as
prototypes, classification performance is not negatively affected as much by the addition of

noise in the training data.
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4.2 Efficient data abstraction using weighted IB2 prototypes

4.2.1 Motivation and contribution

As already mentioned, IB2 belongs to the popular family of Instance-Based Learning (IBL)
algorithms. IB2 is an one-pass incrementall condensing algorithm. Actually, it is based on
the well known CNN-rule. Contrary to CNN-rule and many other state-of-the-art condensing
and prototype abstraction algorithms, IB2 can dynamically build its condensing set. In other
words it is an incremental algorithm. It can take into consideration new training items after
the construction of the condensing set and without needing the old removed training items.
Hence, it can be used in dynamic/streaming environments [1] where new training data is
gradually available. In addition, the incremental nature of IB2 allows its execution on training
sets that cannot fit into main memory.

In this section, we attempt to improve the performance of IB2 by considering the idea of
data abstraction. Our contribution is the development and evaluation of a prototype abstrac-
tion version of IB2 that we call Abstraction IB2 (AIB2). The proposed prototype abstraction
algorithm retains all the properties of IB2, but it is faster and achieves higher reduction rates
and improved classification accuracy.

The rest of the section is organized as follows: Subsection describes in detail the
proposed AIB2 algorithm. Subsection presents an experimental study where the k-NN
classifier is applied on the original training sets and the corresponding condensing sets built
by CNN-rule IB2 and AIB2, of nine datasets. The experimental study is complemented by
the statistical comparison of the three algorithms through the Wilcoxon signed ranks test.
Subsection concludes the section.

4.2.2 The Abstraction IB2 (AIB2) algorithm

The proposed AIB2 algorithm adopts the idea of IB2 and CNN-rule: items that lie in the “in-
ternal” data area of a class are useless and can be removed without loss of accuracy. AIB2
is a prototype abstraction version of IB2. Therefore, AIB2 is a non-parametric, fast, one-pass
algorithm. It is also appropriate for dynamic / streaming environments and can handle new
class labels. Like IB2, it can be applied on very large datasets that cannot fit into main memory

or on devices with limited main memory (e.g., sensor networks), without transferring data to

The term “incremental” is identical in meaning to the term “dynamic” used in Section .2
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a server over a network for processing. The latter is usually costly and time-consuming. Like
IB2, AIB2 does not take into account the phenomenon of concept drift [[125] that may exist in
data streams.

The main difference between AIB2 and IB2 is the following. The items that are correctly
classified by the 1-NN rule are not ignored. In effect, they contribute to the construction of
the condensing set by repositioning their nearest prototype in the condensing set. The main
idea behind AIB2 is that prototypes should be at the center of the data area they represent.
To achieve this, AIB2 adopts the concept of prototype weight. Each prototype has a weight
value as an extra attribute that denotes the number of training items it represents. The weight
values are used for updating the prototype attributes in the multidimensional space.

Algorithm [13 presents how AIB2 works. Initially, the condensing set (C'S) is populated by
a random item of the training set (7'S) whose weight is initialized to 1 (lines 2-3). For each
item x of T'S, AIB2 searches in C'S and retrieves its nearest prototype NN (line 5). If z is
misclassified, it is placed in C'S and its weight is initialized to one (lines 6-8). If x is correctly
classified, N N’s attributes are updated by taking into consideration its current weight and
the attributes of x. Effectively, NN “moves” towards z in the multidimensional space (lines
10-12). Finally, the weight of NN is increased by one (line 13) and x is removed (line 15).
At the end, C'S constitutes the final condensing set. Whenever a training item is available, it
either enters C'S or repositions the nearest prototype.

Like IB2 and CNN-rule, AIB2 considers that misclassified items are probably close to de-
cision boundaries and so they must be placed in the condensing set. Although the correctly
classified items are not placed in the condensing set, they are not ignored. They contribute by
updating the nearest prototype without deteriorating reduction rates. The idea is that a con-
densing set built by AIB2 will contain better prototypes compared to the condensing set built
by IB2 and will achieve higher classification accuracy. In addition, we expect that updating
the prototypes will reduce the number of items that enter the condensing set, and thus, AIB2
will achieve higher reduction rates and lower preprocessing cost compared to IB2.

Figures [t.1 and }t.9 illustrate two-dimensional examples of AIB2 execution. Suppose that
the current condensing set contains three prototypes, two of class circle and one of class square
(Figure }t.1 (a) and Figure .9 (a)). Suppose that a new square item, a, arrives (Figure j.1 (b)).
AIB2 should decide whether a will enter the condensing set or it will be used to update an
existing prototype. Since a is closer to a prototype of a different class, a enters the condensing

set and its weight value is initialized to one (Figure .1/ (c)). In contrast, suppose that the new
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Algorithm 13 AIB2
Input: 7'S
Output: C'S
1: S+ @
2: pick an item y of 7'S and move it to C'S

30 Yweight < 1
4: foreachz € T'S do

5. NN < Nearest Neighbour of x in C'S
6:  if NNgass 7# Teiass then
7: Tweight < 1
8 CS «+ CSU{zx}
9: else
10: for each attribute atir(i) do
11: N Nasir(i) < NNam(i};ﬁlﬁiﬁf%mm
12: end for
13: NNweight < NNweight +1
14:  end if
150 TS« TS —{z}
16: end for

17: return CS

item a is a circle item (Figure .9 (b)). Since a is closer to P, which is a prototype of the same
class, a updates P. Therefore P moves towards a and its weight is increased by one (Figure 4.9
(c)). In our example, the updated P lies in between the original P and a because the weight

of P was one.

By updating the prototypes, AIB2 ensures that each prototype lies near the center of the
data area it represents. Notice that the weight of a prototype practically denotes the popu-
lation of the original items that it represents. Thus, although each time a new training item
arrives and is assigned to an existing prototype, it causes the prototype to “move” towards
the new item, the larger the weight of the prototype is, the smaller the “move” is towards
the new training item. Like IB2, AIB2 prototypes depend on the order of the training items.
It is possible that over time and because of a non-uniform arrival of training data items, an
AIB2 prototype will gradually move far away from some of the original training items that
it represents. Still, AIB2 prototypes with large weights will move very slowly towards the
new training data items. This is also a problem with IB2 that contrary to CNN-rule cannot

guarantee correct classification of all examined training data.
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(a) Current condensing (b) New item arrival (c) The new item enters
set (3 prototypes) the condnensing set

Figure 4.1: AIB2 example: new prototype enters the condensing set

O J N OP(w=2>
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@) @)

(a) Current condensing (b) New item arrival (c) Updating of nearest
set (3 prototypes) prototype

Figure 4.2: AIB2 example: repositioning an existing prototype

4.2.3 Performance evaluation
Experimental setup

AIB2, IB2 as well as CNN-rule were evaluated using eight datasets distributed by the KEEL
dataset repositoryE [6] and summarized in Table .. Seven datasets (all except the KDD
dataset) were used without applying data normalization. The MGT, LS and TXR datasets are
distributed sorted on the class label. We randomized the items of these datasets. The Euclidean
distance was the distance metric used. Please note that all the aforementioned algorithms and
datasets are available on WebDRY (see Appendix [A).

Zhttp://sci2s.ugr.es/keel/datasets.php
Shttps://ilust.uom.gr/webdr
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Table 4.1: Datasets description

’ Dataset ‘ Size ‘ Attributes ‘ Classes ‘
Letter Image Recognition (LIR) | 20000 16 26
Magic Gamma Telescope (MGT) | 19020 10 2
Pen Digits (PD) 10992 16 10
Landsat Satellite (LS) 6435 36 6
Shuttle (SH) 58000 9 7
Texture (TXR) 5500 40 11
Phoneme (PH) 5404 5 2
KddCup (KDD) 141481 23 36

The KDD dataset contains 494,020 items and 41 attributes. However, huge amounts of
data are duplicates. Like in case of the experimental study presented in Subsection B.2.4, we
removed all duplicates. Moreover, we removed the three nominal and the two fixed-value
attributes that exist in the particular dataset, Consequently, the transformed KDD dataset
contains 141,481 items and 36 attributes. In addition, the value ranges of KDD attributes vary
extremely. Therefore, we normalized all attributes to the interval [0, 1]. Finally, we random-
ized the dataset.

We did not include more algorithms in our experimentation because our purpose was to fo-
cus on incremental and non-parametric algorithms. Of course, CNN-rule is non-incremental,
but it is considered a reference condensing algorithm and is being used in many papers for
comparison purposes. In addition, CNN-rule is the ancestor of IB2 and AIB2 and it makes
sense to use it in our experiments.

The three algorithms were evaluated by estimating three measurements: (i) classification
accuracy, (ii) reduction rate, and, (iii) preprocessing cost in terms of distance computations.
Accuracy measurements were estimated by executing the k-NN classifier with £ = 1 over the
condensing set built by each algorithm. For each dataset and algorithm, we report the average
values of these measurements obtained via five-fold cross-validation. With the exception of
the KDD dataset, we used the five already constructed pairs of training and testing sets dis-
tributed by the KEEL repository. For the transformed KDD, we created the appropriate for
cross-validation training/testing pairs. Of course, all measurements were estimated after the
arrival of all training items.

The original (non-edited) form of the MGT dataset contains high level of noise. Noisy

items are misleading for the three algorithms and negatively affect reduction rates and the
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corresponding accuracies. Hence, we tried to build a noise-free version of MGT. To achieve
this, we ran an editing algorithm before the execution of the DRTs. In particular, we used
the ENN-rule algorithm. ENN-rule needs to compute all distances among the training items,
w distances, where NV is the number of items. By applying ENN-rule (with k£ = 3,
see [[131, 49, 84]) on each training portion of each fold, we built an extra dataset that we call
MGT-ENN. Of course, the testing portions were not edited by the ENN-rule. We tested the

three algorithms on both forms of the MGT dataset.

ie.,

Experimental measurements

The results of our experimental study are presented in Table §.4. Each column lists the results
related to a classifier. Best measurements are in bold. Preprocessing cost measurements are in
million distance computations. For reference, Table t.d presents the accuracy measurements
obtained by the conventional 1-NN classifier on the original training set under the label Conv-
1-NN.

We should clarify that, contrary to the case of the experimental study presented in Sub-
section the reduction rates of the MGT-ENN dataset do not take into account the items
removed by editing. They concern the size of the condensing set in relation to that of the edited
set. Note that ENN-rule considered as noise 20.08% of MGT items on average. Therefore, the
training portions of the MGT-ENN dataset contains 20.08% fewer items than the MGT dataset

on average.

Although the three algorithms did not reach the accuracy levels of Conv-1-NN, they were
very close to them. With the exception of the LIR, LS and TXR datasets, CNN-rule was more
accurate than IB2 and AIB2. However, it required much higher preprocessing cost and it
achieved lower reduction rates than IB2 and AIB2.

As we anticipated, the proposed algorithm performed better than IB2 in most datasets and
in terms of all comparison criteria. The KDD dataset is the only dataset where IB2 seems to
be better than AIB2. In the LIR, LS and TXR datasets, AIB2 was more accurate than CNN-rule.
Although we expected even better performance, we believe that the improvements achieved
by AIB2 are noteworthy.

Moreover, as we expected, ENN-rule improved the efficiency of the classification process

on the MGT data. Accuracies and reduction rates achieved by the three algorithms on the
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Table 4.2: Experimental results: Accuracy (Acc (%)), Reduction Rate (RR (%)) and Preprocessing
Cost (PC (millions of distance computations))

| Dataset | Conv-1-NN | CNN-rule | IB2 [ AIB2 |

Acc: 95.83 92.84 91.98 | 94.12

LIR RR: - 83,54 85.66 | 88.12
PC: - 163.03 | 2337 | 20.10

Acc: 78.14 74.54 71.97 | 7336

MGT RR: - 60.08 70.60 | 71.90
PC: - 28149 | 34.61 | 33.05

Acc: 80.44 79.26 78.01 | 78.81
MGT-ENN  RR: - 87.62 90.07 | 91.06
PC: - 68.61 848 | 7.65

Acc: 99.35 98.68 98.04 | 9833

PD RR: - 95.36 96.23 | 97.19
PC: - 11.75 178 | 1.38

Acc: 90.60 88.21 86.87 | 89.42

LS RR: - 80.22 84.62 | 86.72
PC: - 17.99 2.22 1.92

Acc: 99.82 99.76 99.73 | 99.72

SH RR: - 99.37 99.44 | 99.46
PC: - 45.30 8.26 | 7.89

Acc: 99.02 97.16 96.35 | 97.69

TXR RR: - 91.90 93.33 | 94.95
PC: - 5.65 0.84 | 0.66

Acc: 90.10 87.82 8557 | 84.92

PH RR: - 76.04 80.85 | 81.75
PC: - 13.45 1.96 | 1.84

Acc: 99.71 99.66 99.48 | 99.41

KDD RR: - 99.12 99.26 | 99.21
PC: - 384.90 | 55.58 | 58.78

Acc: 92.56 90.88 89.78 | 90.64

Average  RR: - 85,92 88.90 | 90.04
PC: - 11024 | 1523 | 14.81
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MGT-ENN dataset (edited data) are higher than the corresponding measurements measured
for the MGT dataset (non-edited data).

Non-parametric statistical test

We complement this section by presenting the results of a Wilcoxon signed ranks test [32]. The
test was ran four times: once on the nine measurements of each comparison criterion (classi-
fication accuracy (ACC), reduction rate (RR), preprocessing cost (PC)), and once on the nine
measurements of an extra criterion which estimates the overall classification performance.
This criterion adopts the idea presented in the statistical comparissons in [48, 47]. More specif-
ically, the overall classification performance measurements were computed by averaging the
normalized measurements of the three criteria. Therefore, the measurements were normalized
to the interval [0, 1]. Since the higher preprocessing cost, the lower the classification perfor-
mance, we used 1 — normalized(PC) as the preprocessing cost. The overall classification
performance criterion combines the three criteria by considering all of them as having the

same significance.

Table [t.3 illustrates the results of the Wilcoxon tests. The columns with labels “W/L”
counts the number of wins and loses, respectively. The columns with label “Wilcoxon” lists the
Wilcoxon significance level. When that value is lower than 0.05, we claim that the difference
between the compared algorithms is statistically significant. Of course, this threshold is very
strict. We observe that this is true in the most cases. In terms of accuracy, CNN-rule has more
wins than AIB2 and AIB2 has more wins than IB2. However, there is not statistical difference
between the corresponding algorithms. In addition, AIB2 is statistically better than CNN-rule
and IB2 in terms of reduction rate, and AIB2 is statistically better than CNN-rule in terms of
preprocessing cost. On the other hand, although it is clear that AIB2 is faster than IB2, this is
not statistically supported (note that we have adopted the strict threshold Wilcoxon = 0.05).
Finally, we observe that AIB2 is statistically better than the other algorithms in terms of the
overall classification performance. Therefore, AIB2 is preferable when the three criteria have
the same significance.

Concerning CNN-rule and IB2 (last table row), we observe that, in all cases, there is statisti-
cal significant differences between their performance measurements. IB2 is statistically better
than CNN-rule in terms of reduction rate and preprocessing cost. In contrast, CNN-rule is

statistically better than IB2 in terms of accuracy.
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Table 4.3: Results of Wilcoxon signed ranks test

Methods ACC RR PC Overall performance
W/L \ Wilcoxon | W/L \ Wilcoxon | W/L \ Wilcoxon | W/L \ Wilcoxon

AIB2 vs CNN | 3/6 0.767 9/0 0.008 9/0 0.008 9/0 0.008

AIB2 vs IB2 6/3 0.066 8/1 0.015 8/1 0.086 7/2 0.028

IB2 vs CNN 0/9 0.008 9/0 0.008 9/0 0.008 9/0 0.008

4.2.4 Conclusions

This section proposed the AIB2 algorithm, an prototype abstraction algorithm that is based on
the well-known condensing IB2 algorithm. The main concept behind AIB2 is that each gener-
ated prototype should be near the center of the data area it represents. Like IB2 and contrary
to CNN-rule and many other condensing and prototype abstraction algorithms, AIB2 is in-
cremental. This property renders AIB2 appropriate for dynamic domains where new training
data is gradually available and for datasets that cannot fit into the main memory.

The experimental results illustrated that AIB2 can achieve higher reduction rates and clas-
sification accuracy and lower preprocessing cost than IB2. In addition, AIB2 is preferable to
CNN-rule when preprocessing cost and / or reduction rates are more crucial criteria than ac-
curacy and, of course, when an incremental algorithm is required. The improvement offered

by AIB2 was statistically confirmed by the Wilcoxon signed ranks test.

4.3 A simple noise-tolerant prototype abstraction algorithm

4.3.1 Motivation and contribution

We have already mentioned that the size of the condensing set, and, therefore, the effective-
ness of condensing and prototype abstraction algorithms, depends on the level of noise in
the training data as well as the number of distinct classes (the more classes, the more close-
class-border items selected or generated). Consequently, a complete preprocessing step may
include an editing procedure to remove the noise from the training data. However, editing
may be inappropriate because either it may be not able to remove all items that are noise or it
may remove useful data. Moreover, editing constitutes an extra, costly preprocessing step that

may be unacceptable in some application domains. Thus, there is a need for a noise-resistant or
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noise-tolerant algorithm. These observations are behind the motivation of the work presented
in this section.

The contribution of this section is summarized as follows:

« to examine how the addition of noise affects the performance of two state-of-the-art
DRTs, the condensing algorithm CNN-rule and the prototype abstraction algorithm
RSP3, and,

« to propose the use of the cluster means produced by k-means clustering on the training
sub-datasets belonging to each class as a simple, noise-tolerant prototype abstraction

algorithm.

The rest of the section is organised as follows. In Subsection [.3.7, the noise-tolerant Re-
duction through k-Means (RkM) algorithm is presented. Subsection presents a weighing-
based RkM variation. Subsection shows the experimental results and Subsection

concludes the section.

4.3.2 The Reduction through k-Means (RkM) algorithm

A simple but effective prototype abstraction approach could use k-means clustering. More
specifically, we propose the use of the k-means for the construction of the condensing set. Cer-
tainly, there are many approaches that use clustering either to summarize similar items [31, 30,
61] or to condense the initial training set [86, 85, 87, 93, 40, 8, 82] for speed-up purposes. Here,
we focus on the noise tolerance of DRTs and our purpose is to ascertain if the k-means ap-
proach can improve the classification performance. We term this simple prototype abstraction
approach Reduction through k-Means clustering (RkM) [95].

REkM involves a clustering preprocessing step on the training dataset. Particularly, k-means
clustering is executed on the items of each class. Therefore, for each class, a number of clusters
is identified and the class is represented by the mean vectors of these clusters. Considering
this simple prototype abstraction approach, it is clear that noise belonging to a class (i.e., items
that lie in the data area of another class) and class outliers are represented by a cluster mean
lying in the main area of this class. Therefore, we expect REM to be a noise-tolerant DRT
and its effectiveness to not depend as much on an editing procedure like CNN-rule, RSP3 and

many other condensing and prototype abstraction algorithms do.
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Algorithm 14 REM
Input: DRF, TS
Output: C'S
: CS+ o
2: for the set ‘of| items X that belong to each class C' do
X

3: ne <— [D_RF

4: M < Use random nc items of X as the initial means for k-means clustering
5:  NewClusters < K-MEANS(X, M)

6:  for each cluster CLU € NewClusters do

7

8

m < mean of C LU

CS < CS U {m} labelled by C
9:  end for
10: end for
11: return CS

An issue that needs to be addressed is the determination of the number of mean items
that should represent each class. We deal with this issue by introducing a parameter called
Data Reduction Factor (D RF’). For each class C', RkM builds [D‘LRH clusters, where |C| is the
number of items that belong to C'. The use of ceiling ensures that each class will be represented
by at least one mean. Consequently, the condensing set built by REM stores only the means
produced by k-means clustering. Although the D RF' parameter needs to be adjusted through
a trial-and-error-procedure, it allows the user to determine the desirable trade-off between
accuracy and reduction rate (or, in other words, computational cost). In effect, low DRF
values lead to accurate classifiers with gains in execution cost, whereas, high DRF' values

build very fast classifiers that achieve lower accuracy.

The REM procedure is outlined in Algorithm [14. The algorithms accepts a training set
(T'S) and a D RF value and returns a condensing set (C'S). Effectively, REM applies k-means
clustering (line 5, see Algorithm ) on the items of each classes (line 2). After each k-means
execution, the cluster means built for the particular class are placed in the C'S as prototypes
(lines 6-9). The mean item m of cluster C'LU (line 7), is computing by averaging the n attribute
values of the items, z;, ¢t = 1,2...|CLU

1,2,...n is estimated as follows:

, that belong to C. Each mean attribute m.d;,j =

1 .
m.d; = CLU] Z ridj,j=1,2,...n

z,eCLU
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43.3 A weight-based RkM variation

In the RkM algorithm, all prototypes (i.e., mean items) contribute the same to the classification
predictions. We attempt to improve the performance of RkM by weighting the means. More

specifically, we implemented and tested a weight-based REM variation.

The weight-based REM algorithm adds a weight to each mean. The weights are computed
by taking into account three factors. Each of them has an equal contribution to the classifica-
tion. The first factor is the number of items that have been summarized in the specific mean.
The second factor considers the dispersion of each cluster. Namely, after the cluster construc-
tion for each class, the algorithm computes their dispersion. The lower the dispersion value is,
the more the corresponding mean contributes to the classification. In a D-dimensional space,

the dispersion value of a cluster C' with a mean R is estimated by the following formula:

=1

D N
1
Dispersiong = E il E (R; —item, ; € C)?

The last factor is based on the distance between the new unclassified item and each mean. The
closer a mean is, the higher weight is computed. The final weight of R is computed by adding

the normalized to the interval [0, 1], individual weights of the three factors:
Ruyeight = norm(wy, ) + norm(wy,) + norm(wy, ),

where
Wwg, — min(wfi )

norm(wy,) = ,1=1,2,3

maz(wy,) — min(wr,)

The first two factors are computed for each prototype during preprocessing. The third one
depends on the position of the new item and is computed during the classification step. When
a new item arrives and must be classified, the k nearest prototypes are retrieved, and then, it

is classified to the class that obtains the higher sum of weights.

Unfortunately, the performance of the weight-based REM algorithm did not meet our ex-
pectations. For the datasets we used, it did not show significantly different performance from
that of RkM. Here, we describe this variation but omit its performance from the experimental

study presented in the following subsection. We should mention that during our experimenta-
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tion, we tried different combinations of the aforementioned factors. However, none achieved

noteworthy performance (higher than that of REM).

4.3.4 Performance evaluation
Experimental Setup

REM, CNN-rule and RSP3 were tested against each other using the datasets summarized in
Table t.4. In this experimental study, the first four datasets were retrieved from the UCI Ma-
chine Learning RepositoryE [12, 44], while the TXR and PH datasets from the KEEL dataset
RepositoryE [6]. We split the LIR, MGT, TXR and PH datasets into training and testing sets
using a random sampling procedure. Concerning the LS and PD datasets, we used the train-
ing/testing splits provided by the UCI Repository. Of course, REM can be executed on-line
through WebDRE (see Appendix [A]).

To evaluate the performance of the algorithms on datasets with noise, we constructed
and tested eight versions of the LIR, LS, PD, and TXR datasets with varying degree of noise
(from 0% to 70% with step=10). The first version was the original dataset (without extra noise),
whereas the last version contained 70% noise. The MGT and PH datasets have only two classes
and so they can not afford high levels of additional noise. Hence, we used four versions for
these datasets with noise ranging from 0% to 30%. Note that the original MGT dataset already
contains a considerably high level of noise in its original form.

The datasets with noise for all datasets were constructed by adding random noise of a
specific probability to the datasets. For instance, when a dataset with 20% noise was needed,
the class attribute of each item of the corresponding training set was modified by selecting
another random class-attribute with a probability of 0.2. Therefore, for each tested algorithm,
eight or four pairs of performance measurements (reduction rate and classification accuracy)
were obtained. For each dataset, we present a pair of figures (Figure §.3-}.§): figures denoted
by (a) show the reduction rates of each algorithm, whereas, figures denoted by (b) show the
corresponding classification accuracy values. The latter figures include an extra curve for the

conventional k-NN (classification by scanning the original training data). Finally, we note that

‘http://archive.ics.uci.edu/ml/
Shttp://sci2s.ugr.es/keel/datasets.php
*https://ilust.uom.gr/webdr
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Table 4.4: Datasets description

Dataset T1:a1n1ng T.estlng Attributes | Classes
items items

Letter Recognition (LIR) 15000 5000 16 26
Landsat Satellite (LS) 4435 2000 36 6
Pen Digits (PD) 7494 3498 16 10
Magic Gamma Telescope (MGT) | 14000 5020 10 2
Texture (TXR) 4400 1100 40 11
Phoneme (PH) 4000 1404 5 2

the datasets were used without data normalization or any other data transformation, and that

the distance metric used was the Euclidean distance.

We compared the performance of RkM to that of CNN-rule and RSP3 that are good repre-
sentatives of the two different algorithm categories, i.e., condensing and prototype abstraction
algorithms. Initially, each one of these algorithms was executed in order to produce the corre-
sponding condensing set by scanning the initial training data. Then, for each item of the testing
set, the k-NN classifier made a classification prediction by searching for nearest neighbours
over the condensing set produced. The chosen k parameter values for all the aforementioned
classifiers were the ones that achieved the highest classification accuracy. In effect, we ran
each experiment many times for different £ values and kept and report the best one. Ties
during voting of the major class were resolved by choosing the class of the nearest neighbour.
Note that we did not follow a tuning procedure that implies that the best parameters should
be obtained by using only the training set. Since all algorithms include only the k£ parameter
during the classification step, for all of them, we simply report the highest accuracy achieved
by the k parameter when it classifies the testing portion using the corresponding training

portion.

For REM, recall that D RF" determines the number of means (prototypes) that will be gen-
erated for each one class. The value of this parameter can be used to adjust the computational
cost vs. accuracy trade-off required by the application domain. In our experiments, we wanted
to build RkM classifiers that would achieve accuracy comparable to that of CNN and RSP3. In
particular, in most cases, DRF' values were appropriately adjusted to achieve an accuracy

between the corresponding accuracy values of CNN and RSP3.
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Figure 4.4: LS (Reduction Rate and Accuracy)

Experimental measurements

As we expected, the experimental measurements illustrated in Figures .3-}.§ demonstrate
that REM can be characterized as a noise-tolerant approach. The preprocessing procedures
of CNN-rule and RSP3 are not able to reduce as much the size of the condensing set when
the initial training set contains noise. In the case of CNN-rule, this is because more items are
misclassified and so, they are moved to the condensing set. In the case of RSP3, the algorithm
keeps on splitting the many non-homogeneous groups that are produced. On the other hand,
REM does not seem to be affected as much by the addition of noise. Almost in all cases, CNN-

rule achieved higher reduction rates than RSP3 and RSP3 achieved higher accuracy values

than CNN-rule.
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The reduction rates achieved by RkM were higher in the cases of the LS (Figure [t.4), PD
(Figure [4.5) and PH (Figure [4.8) datasets than that of the LIR (Figure }.3) and TXR (Figure }t.7)
datasets. This is because, in the latter datasets, the classifiers that use the condensing sets
built by CNN-rule and RSP3 achieved high accuracy values that the corresponding REM clas-
sifier can not easily reach. Consequently, RkM classifiers that use condensing sets with more
prototypes (lower DRF' values) are required in order to achieve comparable performance.
However, even in the cases of the LIR and TXR datastes, it is obvious that the reduction rates

of REM are higher than that of the other two algorithms.

In the case of the MGT dataset, the REM classifier did not perform well. However, in

the original version of the MGT dataset, which already contains many items that are noise,
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REM had higher reduction rates than CNN-rule and RSP3 and achieved the same accuracy as
CNN-rule. Finally, in many cases, the RkM classifier achieved higher accuracy values than
those we present here. However, they involved lower reduction rates. Our purpose was to
ascertain whether RkM is a noise-tolerant approach and so, we focused on the reduction rates

that it achieved. The user of REM can define the desirable trade-off between accuracy and cost
through the D RF' parameter.

REM performed very well on edited datasets. We repeated the experiments on the the
LIR, PD, and LS datasets after first applying editing on each dataset in order to remove the
noise. For editing purposes, we used the ENN-rule with £ = 3 [131, 49, 84]. RkM managed

to reach or exceed the reduction rates of CNN-rule and RSP3, while achieving comparable ac-
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Figure 4.9: Edited LS (Reduction Rate and Accuracy)

curacy. Figure t.9 shows the results obtained on the LS dataset. Finally, we should mention
that the accuracy measurements presented may have been slightly different had we used dif-
ferent training/testing splits. However, we are mainly interested in the reduction rates that
the presented methods achieved and so, the slightly different accuracy measurements are not

critical.

Concluding this section, we focus on the preprocessing cost needed for the construction of
the condensing sets of the three algorithms. Certainly, these cost measurements are relevant
only once, in the beginning of the data mining process. However, there are many application
domains that periodically accept new training items and so the reconstruction of the condens-

ing set may be necessary. Thus, the preprocessing cost may be a critical issue.

Table jt.9 presents these measurements for each original dataset in terms of distance com-
putations. Considering the results, we conclude that RSP3 is the most expensive approach.
This is because RSP3 contains a function that finds the most distant items in each group. The
preprocessing cost of RkM depends on the DRF value. The last column of Table }.5 lists the
DRF values that we used in order to build the RkM classifiers presented in Figures §.3-4.§
(noise= 0%). For the LIR, LS, PD and TXR datasets, REM was cheaper than the other algo-
rithms. On the other hand, for the MGT and PH datasets, its cost was considerably higher. If
the application domain cannot afford the REM preprocessing step, it can be sped-up by adopt-
ing a more efficient stopping condition for k-means than the complete cluster consolidation

that we used.
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Table 4.5: Experimental results: Preprocessing cost (distance computations)

| Dataset | CNN-rule | RSP3 | RkM | DRF |
LIR [ 145,386,010 | 291,151,380 | 11,576,185 [ 6
LS 13,545272 | 28,929,950 | 5771993 [ 5.1
PD 7,940,953 | 70,561,629 | 4409382 | 20
MGT [ 217,900,759 | 412,752,916 | 323,718,012 | 2.8
TXR 5,189,518 | 25,361,045 | 1,278,585 | 18
PH 13,532,827 17,847,352 22,809,139 4

4.3.5 Conclusions

In this section, we examined how the state-of-the-art algorithms CNN-rule and RSP3 are neg-
atively affected by the addition of noise in the training data. In addition, we demonstrated
that the well-known k-means clustering can be used as a noise-tolerant prototype abstraction
algorithm. The experimental results showed that the Reduction through k-Means (REM) al-
gorithm can be used to achieve comparable accuracy to CNN-rule and RSP3 but with much
higher reduction rates, especially on datasets with high levels of noise. Even on datasets with-
out noise, REM can compete with CNN-rule and RSP3 in terms of data reduction rate and

classification accuracy.

96



Chapter 5

Hybrid methods for fast k-NN

classification

5.1 Introduction

In this chapter, new hybrid methods for fast £-NN classification are proposed. Hybridization
is accomplished by combining two different speed-up strategies in order to achieve the de-
sirable classification performance. The chapter contributes three hybrid methods as well as
variations of these methods. Contrary to prototype abstraction and condensing algorithms,
the methods introduced by this chapter do not reduce the storage requirements of the training
data. However, they can effectively speed-up the classification processes.

Section .4 proposes the combination of the minimum distance and the conventional k-NN
classifiers in a hybrid schema. The goal is fast classification without the need of preprocess-
ing [101]. The minimum distance classifier [38] is an extremely fast classification approach
but it usually achieves much lower accuracy than the £-NN classifier. The proposed algorithm
aims at the reduction of computational cost, by keeping classification accuracy at a high level.
The experimental results obtained illustrate that the proposed approach can be applicable in
dynamic, time-constrained environments where model-free classifiers are required.

Section .3 presents an adaptive hybrid and cluster-based method for speeding up the k-NN
classifier [[102, 90]. It reduces the computational cost as much as possible while maintaining the
classification accuracy at high levels. The method is based on k-means clustering and consists

of two main parts: (i) a preprocessing algorithm that builds a two-level, cluster-based data
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structure, and, (ii) a hybrid classifier that classifies new items by accessing either the first or the
second level of the data structure according to a set of user-defined criteria (input parameters).
The proposed approach was tested on seven datasets and the experimental measurements were
statistically validated by the Wilcoxon signed ranks test. The results show that the proposed
method can be used either to achieve high accuracy at a slightly higher computational cost or

to reduce the cost at a minimum level by slightly sacrificing accuracy.

The main disadvantage of the aforementioned method is that the preprocessing and the
classification algorithms are parametric and require a trial-and-error procedure to properly
adjust their parameters. In effect, the performance of classification is controlled by these
parameters. In Section b.4, a non-parametric hybrid method for fast k-NN classification is
introduced [94, 97]. It is also based on a two-level speed-up data structure and on classifiers
that access this structure. The method follows the idea of the homogeneous clusters presented
in Chapter . Furthermore, the section demonstrates how the particular method can improve
the classification performance on condensing sets built via Data Reduction Techniques (DRTs).
The proposed method was evaluated using eight datasets and was compared to known speed-
up methods. The experimental measurements were also validated with the Wilcoxon signed
ranks test. The results show that the new method leads to fast and accurate classification, and,

in addition, it involves low pre-processing computational cost.

5.2 Fast hybrid classifiers based on the minimum distance and
the k-NN classifiers

5.2.1 Motivation and contribution

Although condensing and prototype abstraction algorithms are usually effective, they intro-
duce a costly and, in some cases, complicated preprocessing step, since they build a condensing
set to speed-up the nearest neighbours searching procedure. In effect, the condensing set is
the classification model. When the classification is applied on databases where frequent con-
tent changes occur (dynamic environments), the repeated execution of this step, that ensures
the effectiveness of the condensing set, is prohibitive. In such dynamic environments, there

is a need of a lazy, model-free classifier.
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The Minimum Distance Classifier (MDC) [38] can be used as a very fast classification ap-
proach. MDC can be characterized as a very simple prototype abstraction algorithm since
it computes a representative item (centroid or mean) for each one class. This is the vector
obtained by averaging the attribute values of the items of each class. When a new item ¢ is
to be classified, the distances between ¢ and all centroids are calculated and ¢ is classified to
the class of the nearest centroid. MDC avoids the high computational cost of scanning the
whole training data. On the other hand, the accuracy achieved by MDC depends on how the
items of the training set are distributed in the multidimensional space. It is worth mentioning
that the centroid-based model introduced by MDC has been successfully applied for document

categorization [55].

The motivation of the work presented in this section is to explore how the speed of MDC
can be exploited in order to achieve fast and accurate classification that does not depend on
models (e.g., indexes, condensing sets). Moreover, the motivation includes addressing the
problem of classifying large, high-dimensional datasets, where a sequential, exhaustive search
of the whole training set is required to locate the %k nearest neighbours (conventional k£-NN
classifier). This is the case when indexing is not applicable and dimensionality reduction neg-
atively affects the performance. Furthermore, we want to avoid complicated preprocessing
procedures such as data reduction. The simple centroid based model of MDC involves only

one pass over the training data to compute the mean vector of each class.

This section introduces a new fast hybrid classification algorithm that does not need any
speeding-up data structure (i.e., indexing) or any transformation of the training data (i.e., data
reduction). The reduction of the classification cost is achieved by the combination of the con-
ventional £-NN and the minimum distance classifiers. The proposed algorithm begins by com-
puting a centroid for each class. Then, it tries to classify new items by examining the centroids
and by applying certain criteria. If the set criteria are not satisfied, it proceeds by applying k-

NN search over the entire training set. The contribution of the work is summarized as follows:

« A novel, model-free classification algorithm is proposed that is independent of data di-
mensionality and can be applied for repeated classification tasks on dynamic databases,
where frequent content changes occur, since it avoids expensive preprocessing proce-

dures on the training data, and,
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+ The main classification algorithm and two variations that extend its basic idea are con-
sidered in relation to the set goal of achieving high accuracy while reducing the classi-

fication cost as much as possible.

The rest of this section is organized as follows. Subsection considers in detail the
proposed classification algorithm and its variations. In Subsection .2.3, experimental results

based on various datasets are presented. The work concludes in Subsection 5.2.4.

5.2.2 'The proposed algorithms

This section presents a fast, hybrid and model-free classification algorithm [101]. In addition
to the main algorithm, two variations that achieve extra classification cost savings are pro-
posed. In the order presented, each one variation comprises an extension to its predecessor.
As expected, the improvement comes at the cost of a decrease in accuracy.

The algorithm and its variations are based on the same idea: They initially search for near-
est neighbours in a new, smaller dataset constructed by one pass over the training data. This
dataset contains only a representative item for each one class. Upon failure to meet the set
acceptance criteria, classification proceeds by the conventional k-NN classifier. Each represen-
tative item is computed by calculating the average value of each attribute in each one class.
Thus, the computed vector can be considered to comprise the centroid of the cluster corre-
sponding to the class. Therefore, if the initial dataset contains one thousand items in fifteen
dimensions and ten classes, the new dataset will have only ten items in fifteen dimensions.
Evidently, the more the dataset of centroids is used, the less the execution time involved. The

following subsections below, outline the main classification algorithm and its two variations.

Fast Hybrid Classification Algorithm

The Fast Hybrid Classification Algorithm (for simplicity FHCA) is based on the difference of
the distances between the new unclassified item and the centroids (see Algorithm [15). More
specifically, for each new item z, the algorithm takes into consideration the two nearest cen-
troids A, B (A is the nearest and B is the second nearest) and their distances from z: d(x, A),
d(z, B). If the difference between d(x, A) and d(x, B) exceeds a predefined threshold (line 5),
x is classified to belong to the class represented by centroid A (line 6), otherwise the k nearest
neighbours are retrieved from the initial training set (7°5) in order to determine the class of x
(lines 8-10).
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Algorithm 15 FHCA
Input: T'S, T'hreshold, k

1: Scan T'S to compute the centroids

2: for each unclassified item = do

3:  Compute the distances between = and the centroids

4:  Retrieve the nearest centroid A, and the second nearest centroid B, using the Euclidean
distance metric

5. if (distance(z, B) - distance(z, A)) > Threshold then

6 Classify x to the class of centroid A

7. else

8

9

Retrieve the £ NNs from T'S
Find the major class (the most common one among the k£ NNs. In case of a tie, it is
the class of the single Nearest Neighbour)

10: Classify x to the major class
11:  endif
12: end for

FHCA is more accurate than the two variations presented in the following paragraphs.
In some cases, it reaches the classification accuracy of the conventional k-NN classifier, at a
significantly less classification cost. However, the performance depends on the value of the
predefined threshold.

When the threshold parameter is set to zero, the centroid-based approach (MDC) classifies
all the new samples (since the “if” condition calculates to “true”). On the other hand, if the
threshold is set to a relatively high value, it is possible that all new items are classified by
the conventional k-NN classifier (the “else” clause in line 7 in Algorithm [15). These proper-
ties indicate that the threshold value adjustment should be made carefully, as it comprises a

classification cost vs. accuracy trade-off decision for the application considered.

FHCA - Variation I

The first FHCA variation (FHCA-V1), which is illustrated in Algorithm @, is an extension of
the main FHCA algorithm, since it uses the distance difference criterion the same way FHCA
does. In addition, FHCA-V1 attempts to classify even more new incoming items without falling
back to the conventional k£-NN classifier. In particular, if the distance difference criterion fails
to classify the incoming item z (lines 6 and 7 in Algorithm [Ld), FHCA-V1 considers the region

of influence of each one class centroid involved. We define the class region of influence to be
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the average distance of the training set class items from the corresponding centroid. In case
z lies within the region of influence of only one class (class A in Figure b.1)), z is classified to
belong to the class in question (lines 8 and 9 in Algorithm [). Otherwise, if 2 lies within the
region of influence of more than one class, the algorithm proceeds as in the conventional k-
NN classifier (lines 11-13 in Algorithm [Ld). In practice, the only one difference between FHCA
and FHCA-V1 is the “else if” part of pseudo-code in lines 8 and 9 of Algorithm [16.

Figure 5.1: FHCA-V1 classification case

Contrary to the FHCA, FHCA-V1 requires two preprocessing passes, one for calculating
the class representative items (centroids, as in FHCA: line 1 in Algorithms [15 and [td), and
one for calculating the class regions of influence in the training set (line 2 in Algorithm [L6).
Even this extra pass over the training set (7'S) is insignificant compared to the preprocessing

procedures involved by DRTs.

FHCA - Variation II

The second FHCA variation (FHCA-V2) extends FHCA-V1 to include one more classification
criterion. The latter handles the case where the unclassified item x lies within more than
one class regions of influence (Figure 5.7, lines 10 and 11 in Algorithm [17). In this case, =
is classified to the class of the nearest centroid whose region of influence embraces it. The
example in Figure .9 illustrates such a case: suppose that the distance difference criterion is
not able to classify z, i.e. x lies closer to A than to B, but the difference between the two

distances does not reach the predefined threshold. Also, suppose that x lies within the regions
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Algorithm 16 FHCA-V1
Input: T'S, T'hreshold, k

1: Scan T'S to compute the class centroids

2: Re-scan T'S to compute the region of influence of each one class centroid

3: for each unclassified item = do

4:  Compute the distances between x and the class centroids

5. Find the nearest centroid A, and the second nearest centroid B, using the Euclidean
distance metric

6:  if (distance(x, B) - distance(z, A)) > Threshold then

7: Classify x to the class of centroid A

8

9

else if = belongs to the region of influence of only one class then
Classify x to this class

10:  else

11: Retrieve the £ NNs from 7S

12 Find the major class (the most common one among the k£ NNs. In case of a tie, it is
the class of the Nearest Neighbour)

13: Classify x to the major class

14:  endif

15: end for

of influence of both A and B. In this case, FHCA-V2 classifies = to belong to the class of the
nearest centroid (the class of centroid A in Figure 5.7), skipping the classification cost of the
conventional £-NN classifier. It is only in cases where unclassified items fail to meet both of the
FHCA-V1 and FHCA-V?2 set criteria that the algorithm proceeds to apply the conventional k-
NN classifier. In this respect, FHCA-V2 involves less computational overhead when compared
to FHCA, FHCA-V1, and, of course, the conventional £-NN classifier.

Discussion

A key factor for the proposed classifier and its variations is the adjustment of the threshold (in-
put) parameter. In the case of FHCA, the value of this parameter influences the number of new
incoming items classified by the centroid-based model: the more the centroid-based approach
is used, the less is the classification cost involved. In the cases of FHCA-V1 and FHCA-V2, the
focus is on the unclassified items that cannot be classified by the distance difference criterion.
Two additional centroid-based classification criteria are introduced, in an attempt to avoid the
classification cost of the conventional k£-NN classifier. The latter becomes the only one option
available when both of the FHCA-V1 and FHCA-V?2 set criteria fail to classify the unclassified
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Figure 5.2: FHCA-V2 classification case

Algorithm 17 FHCA-V2

Input: 7'S, T hreshold, k

1: Scan T'S to compute the class centroids
2: Re-scan 7T'S to compute the region of influence of each one class centroid
3: for each unclassified item z do

4:  Compute the distances between = and the class centroids
5. Find the nearest centroid A, and the second nearest centroid B, using the Euclidean
distance metric
6:  if (distance(x, B) - distance(z, A)) > Threshold then
7 Classify x to the class of centroid A
8: elseif x belongs to the region of influence of only one class then
9: Classify x to this class
10:  else if = belongs to the regions of influence of more than one class then
11: Classify x to the class of nearest centroid whose region of influence embraces x
122 else
13: Retrieve the k£ NNs from 7'S
14: Find the major class (the most common one among the k£ NNs. In case of a tie, it is
the class of the Nearest Neighbour)
15: Classify x to the major class
16:  end if
17: end for
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item. Obviously, FHCA-V2 utilizes the centroids dataset as much as possible (i.e., in all three
set criteria) and represents the fastest variation. In contrast, FHCA is the slowest of the three
approaches, since it applies centroid-based classification solely on the basis of the distance
difference criterion.

A threshold auto-adjustment method is relatively easy to implement in the form of a rou-
tine that accepts a value for the desirable accuracy level, and it iteratively considers a number
of different threshold values. Having reached the desirable accuracy level, the routine returns
the corresponding threshold value.

It is noted that the worst-case scenario for the proposed classification approaches is when
the centroid-based part does not classify any new item. In this case, the execution time in-
volves the k-NN figure, the small overhead of the centroids creation (one pass of the training
data) and the small overhead introduced by the cost of distance computations between new
data and the class centroids (e.g., if there are ten classes, ten distances must be computed for
each new item). In effect, preprocessing cost is almost insignificant.

The proposed algorithm can be modified so that upon failure to use the centroid-model,
the £-NN part takes into account only the items of the two classes with the nearest centroids
to the query point. In this case, both the classification cost and the classification accuracy are
highly depended on the number of classes. Experiments conducted on the datasets presented
in Section .2.3, have shown that although this approach is very fast, the accuracy is signif-
icantly reduced. Consequently, it is not included in the experimental study of the following

subsection.

5.2.3 Performance evaluation
Experimental setup

The proposed algorithms were coded in C and tested using five datasets distributed by the
UCI machine learning repositoryﬁ] [12, 44]. Table b.1] summarizes the datasets used. The last
table column lists the & value found to achieve the highest accuracy. Since, the £-NN classifier
requires the computation of all distances between each item of the testing set and the training
data, the classification cost of the £-NN classifier can be easily estimated by multiplying the
contents of second table column by the contents of third column. For example, 15,000 x

5,000 = 75,000, 000 distances are computed for the letter recognition dataset.

thttp://archive.ics.uci.edu/ml/
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Table 5.1: Datasets description

Dataset Training | Testing Attributes | Classes Best
data data k
Letter recognition 15000 5000 16 26 4
Magic gamma telescope 14000 5020 10 2 12
Pendigits 7494 3498 16 10 4
Landsat satellite 4435 2000 36 6 4
Shuttle 43500 14000 9 7 2

In addition, classification procedures are usually applied to training data with high level
of noise. The removal of noise introduces an extra preprocessing procedure (i.e., execution of
an editing routine). However, we are interested in developing classifiers that do not need any
preprocessing task (either to remove the noise or to build a speed-up model such as condensing

set or multi-attribute indexing structures).

To evaluate the performance of the proposed algorithm on data with noise, three more
datasets were developed by adding random noise to three of the datasets of Table .1. Particu-
larly, 40% of noise was added to the Letter recognition, Pendigits and Landsat satellite datasets.
Namely, for each item of the training set of these datasets, the class attribute was modified by
choosing other class attribute with a probability of 0.4. By executing the conventional £-NN
classifier on these noisy datasets, it was found that the highest accuracy is achieved for £ = 13,
k = 18 and k = 21 respectively (the more the level of added noise, the higher the value of k£
needed to achieve the highest accuracy). The other two datasets were not transformed into a
noisy mode, since the Magic telescope dataset has already a high level of noise and the Shut-
tle dataset is a skewed dataset with two very rare classes and approximately 80% of the data

belonging to one of the seven classes.

The proposed algorithm and its variations use the distance difference Threshold (7') as a
parameter. This parameter should be adjusted, so that the desirable trade-off between accuracy
and classification cost can be achieved. For this reason, several experiments with different 7’
values were conducted. For FHCA and FHCA-V1, only two 7" values are reported (7} and 75).
The first value builds an accurate classifier (comparable to the conventional k-NN classifier,
when possible), and the second value builds a faster classifier which achieves up to 5% lower
accuracy than the one build with the first value. For FHCA-V2, which is the fastest approach,
only the T value that achieves a high accuracy is reported. Table .4 presents the T values for
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Table 5.2: T" parameter values

FHCA | FHCA | FHCA-V1 | FHCA-V1

Dataset (T) (TY) (T) (TY) FHCA-V2
Letter recognition 1.6 0.8 1.7 0.7 1.4
Magic gamma telescope 17 10 16 6 14
Pendigits 44 18 35 17 35
Landsat satellite 31 13 31 8 34
Shuttle 30 25 35 28 25
Letter recognition (noisy) | 0.9 0.5 0.9 0.5 1.3
Pendigits (noisy) 26 13 33 12 14
Landsate satellite (noisy) 19 14 21 12 10

Table 5.3: Experimental results for CNN-rule: Reduction Rate and Preprocessing Cost in dis-
tance computations

Dataset Condel.lsing Reduction Computations Best
set size rate (%) k
Letter recognition 2517 83.22 145,386,010 1
Magic gamma telescope 5689 59.36 217,900,759 22
Pendigits 312 95.84 7,940,953 1
Landsat satellite 909 79.50 13,545,272 6
Shuttle 300 99.31 57,958,973 1
Letter recognition (noisy) 11806 21.29 205,175,615 16
Pendigits (noisy) 5822 22.31 51,891,038 20
Landsat satellite (noisy) 3469 21.78 17,918,173 30

each dataset. Please note that since the performance of the classifiers are estimated in terms
of two comparison criteria (accuracy and classification cost), there is not a unique dominant
parameter value. A good parameter adjustment in terms of accuracy may deteriorate the
classification cost and vice versa. Therefore, we cannot tune parameters. In effect, in the next
subsection, we just present the performance measurements of good representative cases of the

algorithms.

FHCA and its variations involve the same centroid-based part of pseudocode (lines 5, 6 in
Algorithm [15 and lines 6, 7 in Algorithm [16) which, effectively, comprises a MDC component.
In this respect, the MDC component classifies the same number of items in each one testing
set, despite the classification approach used (FHCA, FHCA-V1 or FHCA-V2). For comparison
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purposes, the experimental measurements of a’MDC, only’ approach are included in Table 5.4
of the following paragraph.

Furthermore, for comparison purposes, the CNN-rule was executed. Table 5.3 presents
the experimental results obtained from the execution of the CNN-rule reduction procedure
on the eight datasets (the five original and the three datasets with extra noise). Column four
lists the number of distance computations needed for the construction of the condensing set.
The last column lists the k& value found to achieve the highest accuracy when the resulting
condensing set is used to classify the items of the corresponding testing sets. Table p.4 lists the
performance of CNN-rule: accuracy and classification cost obtained from the execution of the
k-NN classifier on the condensing set built by CNN-rule (CNN k-NN). Of course, these values
do not contain the preprocessing computational cost (fourth column in Table b.3) introduced

by the condensing set construction (preprocessing step on the available training data).

Experimental measurements

Here, the proposed classifier and its variations are compared to each other and to the con-
ventional £-NN, Minimum Distance, and, CNN £-NN classification algorithms, by setting the
T parameters values presented in Table 5.4, For each one dataset, two experimental mea-
surements were taken for each one classification approach: (i) classification accuracy, and (ii)
distance computations as a percentage of the distance computations needed for the conven-
tional £-NN. To give a feeling of the actual classification cost, for the conventional £-NN this
second measurement represents the actual number of distance computations. Experimental

results obtained by varying the value of 7" are not presented heref.

2Detailed experimental results and diagrams available at:
http://users.uom.gr/~stoug/SISAP2011.zip
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Letter recognition dataset: FHCA almost reached the accuracy level of £-NN, when the
threshold value was set to 7' = 1.6. In particular, FHCA was found to achieve an accuracy
of 95.24% and a 15.6% reduction in the classification cost. To obtain a faster classifier, one
should decrease the threshold value (7'). For instance, when 7" was set to 0.8, FHCA achieved
an accuracy of 90.78%, with 35% lower cost than that of £-NN. FHCA-V1 was affected by the
extended overlapping of centroid regions of influence in the given dataset. As a result, the
centroid-based part of FHCA-V1 managed to classify only a few more items (8%-10%) than
that of FHCA. For T' = 1.6, FHCA-V1 was measured to classify the testing data with an
accuracy of 91.96% and 25% less classification cost. Finally, for 7' = 1.6, FHCA-V2 needed
only 27% of the distance computations. However, the accuracy was only 71.6%.

Magic gamma telescope dataset: In this dataset, the proposed algorithm and its variations
were measured to perform better than in the previous dataset. In addition, their measurements
are comparable to these of CNN k-NN. Concerning FHCA, T = 17 comprises a good choice for
the threshold parameter, since FHCA achieves an accuracy value of over 80% while it reduces
the cost by almost 56%. Although not shown in Table @, for T" = 38, FHCA can achieve an
accuracy of 81.36% that is very close to the accuracy of k-NN but with only a 10% improvement
in classification cost. A fast classifier can be developed by setting 7" = 10. In this case, FHCA
makes predictions with an accuracy of 75.26% with only 23.48% of the k-NN cost. FHCA-V1
achieved its best accuracy performance (74.72%) for T' = 16, with 28.98% of the classification
cost. For T = 6, FHCA-V1 has only 9.64% of the £-NN cost (90.36% reduction) and classifies the
testing data with an accuracy of 72%. FHCA-V2 was found to never exceed the accuracy value
of 73% (for T' = 14, accuracy: 72.39%). However, FHCA-V2 executed very fast (for 7' = 14,
the cost was reduced by almost 90%).

Pendigits dataset: Concerning FHCA, two reference-worthy experimental measurements
are obtained by setting 7" = 44 and T’ = 18. These adjustments achieved an accuracy of 97.08%
and 92.02% respectively and had 62.74% and 30.89% of the k-NN cost. It is noted that for 7" =
55, FHCA reached the £-NN accuracy, executing with almost 23% lower cost. Furthermore, for
T = 32, the cost is 51.4% and the accuracy 95%. FHCA-V1 achieved its best accuracy (88.54%)
with 32.2% of the cost for 7' = 35. For T' = 17, FHCA-V1 achieved an accuracy of 87.22% and
required almost 25% of the k-NN cost. FHCA-V2 was measured to execute faster. For 7" = 35,
it needs 19.92% of the distance computations of k-NN and it achieves an accuracy of 86.54%.

Landsat satellite dataset: FHCA performed a little better than &£-NN. More specifically,
for T' = 38, it achieved the best possible accuracy value (90.85%), with a 32.8% decrease in
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computations. For all other threshold values, it fell a little behind in accuracy, but executed
even faster. For instance, by setting 7' = 31, FHCA achieved an accuracy of 90.05% (very close
to the k-NN accuracy) and spent 57.03% of the k-NN classification cost. Also, for 7' = 13,
only 25% of the cost was required (accuracy: 85.1%). Finally, for 7' = 26, FHCA achieved
an accuracy of 89% with almost half the cost. The two variations performed almost the same
in accuracy, with FHCA-V1 executing faster than FHCA-V2. For T = 34, the two variations
achieved their best accuracy levels (83.05% and 82.4%) and had 67% and 80% lower cost than
k-NN, respectively.

Shuttle dataset: This is an imbalanced (skewed) dataset. Approximately 80% of the data
belongs to one class. Therefore the default accuracy is 80%. When classification tasks execute
against such datasets, the main goal is to obtain a very high accuracy (e.g. over 99%). As
shown in Table 5.4, this goal is successfully fulfilled by k-NN and CNN %-NN. Additionally, to
the very high accuracy that it achieved, CNN k-NN executed extremely fast, since it scanned
a very small condensing set (only 300 items). This happened because the CNN-rule managed

to reduce the training data at the minimum level.

For the dataset in question, FHCA achieved an accuracy of 99.82% with almost the half the
cost (53.23%) of k-NN, for 1" = 30. By setting 1" = 25, the was reduced by over 60%, but the
accuracy fell to 99.19%. It is worth mentioning that FHCA achieved its best accuracy (99.84%)
by setting 7' = 37 and had a cost reduction by 15%. The two variations did not achieve a
reference-worthy accuracy. However, the proposed algorithm and its variations managed to
classify with high accuracy the testing set items belonging to rare classes using their centroid-
based part. There are many application domains where the correct prediction of rare classes
is very critical (e.g. earthquake prediction, rare diseases, etc). In the shuttle dataset, there are
two very rare classes both having only 17 items in the training set and 6 items in the testing set.
For any 7T value, FHCA, FHCA-V1, and FHCA-V2 made 5 correct and 1 incorrect predictions.

Letter recognition dataset (noisy): For all noisy datasets, CNN £-NN and FHCA-V2 were
affected by the addition of noise. The CNN-rule did not manage to drastically reduce the
training (noisy) sets, and so, the classification cost gains were not significant. In contrast,
the experimental results showed that FHCA and FHCA-V1 were not affected. In particular, for
T = 0.5, the FHCA accuracy was 86.06% and its cost was 35.31% lower than £-NN. For 7" = 0.9,
the accuracy was 91.06% and the cost was 16.95% lower than £-NN. FHCA achieved even better
accuracy, but the cost savings were not significant. On the other hand, FHCA-V1 had an
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accuracy of 89.14% and 84.36%, for ' = 0.9 and 1" = 0.5 respectively. The corresponding cost
savings were 21.54% and 38.29%.

Pendigits dataset (noisy): On this dataset, FHCA reached the accuracy level of CNN £-NN
at a 10% lower cost. Considering the additional high cost introduced by the construction of
the condensing set of the CNN approach, the cost gains are actually much higher for FHCA.
Moreover, FHCA reached the accuracy of k-NN with the same cost as CNN £-NN. Finally, for
T = 13, FHCA achieved an accuracy of 91.71% and had only 38.75% of the k-NN cost. Sim-
ilarly, FHCA-V1 achieved an accuracy of 93.31% and 88.65% by setting 7' = 33 and 7" = 12
respectively. The corresponding savings in classification cost were 33.26% and 70.77% respec-
tively.

Landsat satellite dataset (noisy): The results are similar to the ones obtained on the
pendigits (noisy). FHCA had higher accuracy than CNN k-NN with 15% less cost. For 7" = 21,
FHCA-V1 had an accuracy of 86.55% with 63.17% of the cost. Finally, for 7' = 12, FHCA-V1
achieved an accuracy of 82.3% and only 36.08% of the k-NN cost.

Discussion

For the datasets (i) Letter recognition, (ii) Pendigits, (iii) Landsat satellite, and, (iv) Shuttle,
the proposed algorithms seem to be slower than CNN £-NN, however they are model-free,
since they do not need any speed-up model produced by costly preprocessing procedures.
The calculation of the class centroids is quite simple and inexpensive and can be executed
before each classification task to take into account the latest database changes. Furthermore,
in the case of the magic gamma telescope dataset, FHCA reached the accuracy of CNN £-NN

with the same classification cost. This is attributed to the noise that exists in this dataset.

As expected, Hart’s CNN-rule was affected by the addition of noise. The preprocessing
procedure of the CNN-rule could not significantly reduce the items of the datasets that con-
tain noise. Thus, for these datasets, in addition to the cost introduced by the condensing set
construction, the sequential search of the condensing set involved a relatively high classifica-
tion cost. Contrary to CNN-rule, FHCA and FHCA-V1 were not significantly affected by the
noise. The experimental results on the three noisy datasets showed that the latter approaches
manage to reach and exceed the CNN k-NN accuracy at a lower classification cost. FHCA-V2is

also affected by the addition of noise. This is because the third classification criterion, which
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handles the cases where the new item lies within more than one class regions of influence,

cannot make predictions with high accuracy.

Last but not least, it should be noted that contrary to CNN-rule, the adaptive schema of-
fered by the proposed approach allows for the development of classifiers that reach the accu-

racy of the conventional k-NN classifier with significant savings in the classification cost.

5.2.4 Conclusions

In this section, fast, hybrid and model-free classifiers were proposed. Speed-up was achieved
by combining the minimum distance and the £-NN classifiers. Initially, the fast centroid-based
model of MDC attempts to classify the new incoming item. Upon failure, the new item is
classified via the £-NN approach. Although the proposed approach is quite simple, it managed
to speed-up the classification process. We consider that it can be useful in cases where data
updates are frequent, thus, preprocessing of the training data for data reduction is prohibitive,
or multidimensional index construction involving dimensionality reduction does not achieve

acceptable classification accuracy.

Performance evaluation results demonstrated that significant classification cost reduction
can be achieved, whereas, accuracy remains at high levels. In particular, the main classifica-
tion algorithm (FHCA) met our expectations since it reached the accuracy level of the £-NN
classifier and was not affected by addition of noise. The two proposed variations of FHCA can
be used in applications where there is a need for a less accurate but very fast classification
approach. The decision on which of the three variations should be used and which threshold
value is the most appropriate one depends on the application domain. Namely, these decisions
should be made by taking into consideration the most critical parameter, i.e., the trade-off be-

tween accuracy and classification cost.

The effectiveness of the centroid-based model that the proposed classifier uses in order to
speed-up the classification procedure is depended on the data distribution in the multidimen-
sional space. In particular, it can be affected by the shape and the size of the clusters that the
items of each class form. In the next section, we address this issue by using more than one

representative items for each class in the training data.
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5.3 An adaptive fast hybrid method for k-NN classification

5.3.1 Motivation and contribution

The idea of combining the strategies of data abstraction and cluster based methods (see Sec-
tion P.2) with the goal of fast k-NN classification is behind the motivation of the work pre-
sented in this section. The contribution is the development of an adaptive, hybrid and cluster-
based method for speeding-up the £-NN classifier.

More specifically, we develop a fast cluster-based preprocessing algorithm that builds a
two level data structure and efficient classifiers that access either the first or the second level
of the data structure and perform the classification task. The first level stores a number of
cluster means (centroids) for each class. The second level stores the set of items belonging
to each cluster. Therefore, a prototype abstraction algorithm and a cluster-based method are
combined in a hybrid classification schema to achieve the desirable performance.

The rest of this section is organized as follows. Subsection considers in detail the
proposed classification method. Subsection presents the experimental study based on
seven datasets. The results are validated by the Wilcoxon signed ranks test. Subsection

concludes the work.

5.3.2 'The proposed adaptive hybrid method

The proposed method [102, 90] consists of two main parts. The first part is a Two Level Data
Structure (TLDS) built by a clustering preprocessing procedure. We call this procedure TLDS
Construction Algorithm (TLDSCA). The second part is a Fast Hybrid Classifier (FHC) that
accesses TLDS to perform classification. The following paragraphs present TLDSCA and two
versions of the proposed classifier. In the end, some general comments about the proposed

method are presented.

Two-Level Data Structure Construction Algorithm

TLDS is built in a way similar to the construction of the condensing set of REM algorithm [95]
(see Section t.3). Thus, TLDS is built by a repeated execution of k-means clustering on the
training data of each class. In particular, for each class, k-means builds a number of clusters.

TLDS consists of a list of cluster centroids (i.e., the mean vectors of all clusters for all classes)
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together with their corresponding class label that we call the first level of TLDS. Each element
of this list points to a list containing the items assigned to the specific cluster centroid. We
refer to the collection of these lists of items as the second level of TLDS. We will be using the

term prototypes for the cluster centroids of the first level of TLDS.

The number of clusters built is determined by the Data Reduction Factor (D RF), that is a

user-predefined parameter. For each class ¢, the number of clusters nc is estimated by:

d
DRF

ne =1

where |c| is the population of c. Therefore, DRF determines the length of TLDS. Figure 5.3
illustrates a two-dimensional example with two classes, square and circle. The initial training
set contains 27 squares and 31 circles (Figure 5.3(a)). Thus, if DRF = 10, the classes square
and circle will be represented by 3 and 4 prototypes, respectively (Figure 5.3(b)). The result of
TLDSCA will be the TLDS depicted in Figure b.3(c). Class square is represented by prototypes
A-C, whereas class circle is represented by prototypes D-G.

TLDSCA is easy to implement (see Algorithm [18). It takes as input a training set and a
DRF value and returns a TLDS. Initially, for each class c, it estimates the number of clusters
that will be built (lines 3—-4). The algorithm continues by calling the k-means function with
parameters the set of items that belong to ¢ (SC) and a list (M) of nc random initial means for
k-means clustering (line 6) (see Section P.4). Then, the resulting clusters are added in TLDS
(lines 7-9).

TLDSCA is fast because it is based on k-means clustering. Of course, the computational
cost depends on how fast the clusters are consolidated. In addition, D RF" also influences the
cost of the algorithm. Typically, the higher the DRF’ value, the fewer and larger the clusters
created, and consequently, the lower cost involved. Of course, the quality of the clusters built
by k-means clustering depends on the initial means used. We adopt a random initialization.
However, the quality of the clusters can be improved by adopting a more efficient initialization
method (see Section .4).

We should mention that the idea of creating multiple class representatives via clustering
has also been proposed by Datta and Kibler in [31, 80]. Their goal was the representation
of distant and disjoint groups formed by items of the same class and the construction of a

classifier capable of managing symbolic (nominal) attributes.
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Figure 5.3: k-means clustering on the items of each class (DRF = 10) and the resulted two-

O
(|
O o O
O
O
(|
O o |
O (|

(a) Initial dataset

(b) Clustered dataset

Prototype A

Prototype B

Prototype C

Prototype D

Prototype E

Prototype F

Prototype G

Vector of A

Vector of B

Vector of C

Vector of D

Vector of E

Vector of F

Vector of G

Class: Square

Class: Square

Class: Square

Class: Circle

Class: Circle

Class: Circle

Class: Circle

level data structure

(c) Two-level data structure

Algorithm 18 TLDSCA

Input: T'S, DRF, Output: TLDS
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end for
end for

: return TLDS

: TLDS < empty list of records of the form [class, prototype, list_of _items]
: for each class cin T'S do
SC' + set of items € ¢
|SC]|

DRF
M < nc random items € SC' {initial means for k-Means}

NewClusters < K-MEANS(SC, M)
for each CL € NewClusters do
add in TLDS element [c, C'Leentroid, C Litems]
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Fast Hybrid Classifier I

The first version of the proposed classifier (FHC-I) works by accessing either the first or the
second level of TLDS. It uses three input parameters that let the user define the desirable trade-
off between accuracy and classification cost. The idea behind the algorithm is quite simple (see
Algorithm [19). When a new item z arrives and has to be classified (line 1), FHC-I initially scans
the first level of TLDS and retrieves the pk nearest prototypes to x (line 2). We call this proce-
dure first level search. If the acceptance criterion introduced by the npratio parameter is met,
these prototypes, through a majority vote, determine the class where = belongs to (line 3-5).
Upon failure, z is classified by searching for the k “real” nearest neighbours within the clusters
dynamically formed by the union of clusters indexed by the pk nearest prototypes (lines 7-9).
This procedure is called second level search. Obviously, the more the items classified without
the need of the second level search, the lower is the classification cost involved. Possible ties
during the majority class voting of either the first or the second level search are resolved using
the single nearest neighbour rule.

FHC-I uses parameter npratio to decide when to switch to a second level search. npratio
is a ratio that defines how many nearest prototypes should determine the majority class (the
most common class among the pk nearest prototypes) in order to classify a new item (see
lines 3-5). For example, suppose that the input parameters are set to be £ = 3, pk = 10,
and npratio = 0.7. Furthermore, suppose that a new item x has to be classified and a TLDS
with 100 clusters is available. FHC-I, initially, examines the 10 nearest prototypes from the
first level of TLDS. If seven or more of them belong to the majority class, then z is classified
to this class. Otherwise, FHC-I proceeds to a second level search. The three “real” nearest
neighbours are retrieved from the data subset formed by the union of clusters indexed by the
ten (pk) nearest prototypes, and they determine the class of x. Even in the case of the second
level search, FHC-I avoids searching 90 clusters. We note that if we choose npratio = 0,
all incoming items are classified by a first level search. In effect, they are classified by the

condensing set built by RkM algorithm [95].

Fast Hybrid Classifier II

The performance of FHC-I depends on the distribution of the training items with respect to
the classes. If they are uniformly distributed, each class is represented by a similar number of

prototypes in TLDS. Therefore, all unclassified items have the same probability to be classified
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Algorithm 19 FHC-I
Input: TLDS, pk, npratio, k
1: for each unclassified item x do
pkprototypes < Find the pk nearest to x prototypes € {prototypes of TLDS'}
SMC, + set of items € majority class M C, among pkprototypes
if ‘Sj‘;—kcl‘ > npratio then
Classify x to M C}
else
N Ns < Find the k nearest neighbours to x in the set formed by the union of the
clusters indexed by the pkprototypes
MC45 « Find the majority class among N N's
Classify x to M Cs
10:  endif
11: end for

0o »

by a second level search. In contrast, in cases of non-uniform distributions and since the
value of npratio is the same for all classes, the probability of performing a second level search
depends on which is the majority class of the first level search. Items belonging to rare classes

always lose during the voting of the first level search and are classified by a second level search.

The fast hybrid classifier I (FHC-II) attempts to better manage imbalanced datasets. It con-
siders the size of the classes and tries to reduce “costly” second level searches. FHC-II estimates
npratio instead of using a pre-specified value for it. This is accomplished by using a range of
npratio values defined by parameters npratio;,, and npratiosy,. The value of npratio is
dynamically adjusted to be between the particular range and depends on the majority class

determined by the first level search.

Algorithmically, FHC-II is similar to FHC-I. However, for each class ¢, FHC-II counts
how many training items |c| belong to ¢ (or how many prototypes are created for ¢) and
notes the corresponding min and max values. For each class ¢, FHC-II computes npratio €

[npratioje,, npratiopg) as follows:
npratio = norm X (npratiopgn, — NPratio,) + npratiog,

where .
le| — min
norm = ———

max — min
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For each new item, the ratio of majority class M (' votes during first level search should be
greater than the estimated npratio in order to avoid a second level search (see lines 2-5 in
Algorithm [19).

For instance, suppose that a training set contains three classes, A, B and C' with 3000,
2000 and 1000 items respectively. Also, suppose that npratio;,, = 0.5 and npratiopqe, = 1.
If class A is voted to be the majority class during the first level search, then npratio = 1
(because norm = 1). Namely, all np nearest prototypes must vote the majority class in order
to classify the new item without the need of a second level search. Similarly, if class B is the
majority class of the first level search, npratio = 0.75 (because norm = 0.5). Finally, if class
C' is the majority class then npratio = 0.5 (because norm = 0). That is, the value of npratio
is adjusted for each class in the range [npratio;y,, nprationy,) depending on the size of the
class, i.e., the smaller the class the lower the npratio and vice versa.

When correct prediction of “weak” (or rare) classes is critical, FHC-I should be used instead
of FHC-II. FHC-II should be adopted when correct predictions for all classes have the same

significance.

Discussion

Considering the proposed classifier, it is obvious that a new item that lies in a close-border area,
is classified by a second level search. On the other hand, an item that lies in the “internal” area
of a class, is classified by first level search. Thus, FHC is neither a cluster-based method nor a
prototype abstraction algorithm, since it dynamically decides on how to classify a new item.
When it classifies via a first level search it behaves like a prototype abstraction method. On the
other hand, when it resorts to a second level search it behaves like a cluster-based method that
uses a dynamically-formed subset of the initial training set. Therefore, the method is hybrid.
Of course, contrary to prototype selection and abstraction algorithms and like cluster-based
methods and indexing methods, the proposed method does not reduce storage requirements.

Concerning the parameters, pk and npratio (or npratio,, and npratiosy,) should be
determined by taking into account the DRF’ value that was used for TLDS construction. If
accuracy is more critical than cost and a TLDS with few and large clusters is available, pk and
npratio should have high values. If cost is more critical and a TLDS with many and small
clusters is available, low pk and npratio values are recommended. Considering DRF": low

DRF values are recommended for building accurate classifiers with high cost savings and
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high D RF values for building fast classifiers without significant loss of accuracy. If our needs
are not specified at the time that TLDSCA is executed, an intermediate DRF’ value is the
most appropriate. In this case, the trade-off can be determined afterwards by adjusting pk and
pkratio.

When FHC performs a second level search, it accesses a subset of the initial training set
formed by the union of the pk clusters. Since each cluster contains items of a specific class, this
subset does not contain items of irrelevant classes (it does not contain outliers of classes which
are not represented by the pk prototypes) and, thus, we claim that accuracy is not affected as
much by these outliers. Taking into account this property, FHC may be more accurate than
the conventional-k-NN classifier (the one that uses the non-edited training set) without the
need of editing for noise removal. Of course, noise removal can increase the cluster quality

and the overall performance.

5.3.3 Performance evaluation
Experimental setup

The proposed method was coded in C and was evaluated using seven datasets distributed by
the KEEL repositoryE [6] and summarized in Table b.5. All datasets were used without nor-
malization. The Euclidean distance was adopted as the distance metric. We compared the
performance of our method to six methods: three condensing and two prototype abstraction
algorithms as well as one cluster based method. We used CNN-rule, IB2, PSC, RSP3 and Hwang
and Cho method (HCM). We selected the particular methods because: (i) CNN-rule, IB2 and
RSP3 are popular and are usually used in many papers for comparison purposes, (ii) we con-
sider TLDSCA to be a fast algorithm, and, hence, we wanted to compare it to IB2 and RHC
that have been proven to be fast algorithms, and, (iii) the proposed method, PSC, HCM and
RHC are based on k-means clustering, hence, an experiential comparison between them was
desirable. The MGT, LS and TXR datasets are distributed sorted on the class label. This affects
the data order-dependent methods (i.e. CNN-rule and IB2). We randomized these datasets.
We compare the methods by reporting three average measurements obtained via five-fold
cross-validation for each one: (i) accuracy, (ii) classification cost, and, (iii) preprocessing cost.
Costs were estimated by counting distance computations. We used the five already constructed

pairs of training/testing sets distributed by the KEEL repository. Moreover, we wanted to

Shttp://sci2s.ugr.es/keel/datasets.php
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Table 5.5: Datasets description

’ Dataset ‘ Size ‘ Attributes ‘ Classes ‘
Letter Image Recognition (LIR) | 20000 16 26
Magic Gamma Telescope (MGT) | 19020 10 2
Pen-Digits (PD) 10992 16 10
Landsat Satellite (LS) 6435 36 6
Shuttle (SH) 58000 9 7
Texture (TXR) 5500 40 11
Phoneme (PH) 5404 5 2

evaluate all methods on noise-free data. Therefore, we ran all experiments twice, one on the
non-edited and one on the edited training sets. For editing purposes, we used ENN-rule by
setting & = 3 (according to [[131, 49, 84], k = 3 is a good value).

All methods involve a k parameter during the classification step: The condensing and
prototype abstraction algorithms execute the k-NN classifier on condensing set. Similarly,
when FHC performs a second level search, it retrieves and examines the £ nearest neighbours.
HCM applies the k-NN classifier on the reference set (see Section R.4). For all methods and

datasets, we used k = 1.

The condensing and prototype abstraction algorithms involve parameter k since they apply
the k-NN classifier on the condensing set during the classification step. Similarly, when FHC
performs a second level search, it retrieves and examines k nearest neighbours. HCM applies

the k-NN classifier on the reference set. For all methods and datasets, we used k = 1.

In addition, our method provides three extra parameters: D RF', pk, and npratio. We used
the following values: (i) DRF = 2¢,i = 1,2, ...8 (for the SH dataset, i = 3,4,...8), (ii) pk =
2,5,7,10,12,...,27,30, and, (iii) for FHC-I, npratio = 0.5,0.7, 1. Therefore, we built 8 x 12 x
3 = 288 FHC-I classifiers. To facilitate the presentation, we plot the most accurate FHCs for
each reported classification cost (see the performance diagrams in Figures 5.4-5.10). In effect,
the performance of a classifier was omitted if it achieved lower accuracy and involved higher
classification cost than another classifier that achieved equal or higher accuracy and involved
lower classification cost. Our purpose was not to fine tune the parameters for each dataset, but
to understand how each parameter influences classifier construction and performance. In real
life applications, the parameters should be chosen by taking into consideration the significance

of accuracy and classification cost as well as the dataset used.
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HCM also uses three parameters: C' is the number of clusters, L is the number of adja-
cent clusters, D is the distance threshold used to define the core and peripheral items (see
Section . for details). We set C' = L\/QEJ, t = 1,...,7, where n is the number of items.
Thus, for each dataset, we built 8 classifiers. The first classifier (for ¢ = 1) is based on the
rule of thumb that defines C' = | /%] [78]. We decided to build classifiers that use small C
values based on the observation that Hwang and Cho defined C' = 10 for a training set with
60919 items. Also, we set L = |/C'| as Hwang and Cho did in their experiments. Moreover,
following the approach of Hwang and Cho, we considered as peripheral items, those whose
distance from the cluster centroid was greater than the double average distance among the
items of each cluster (i.e., D = 2).

Another issue that needs attention is the number of clusters that PSC uses. Like Lopez et
al. did in their experiments [86], we ran experiments by building c = r x 7, 7 = 2,4, ---,10,
clusters, where r is the number of classes. Therefore, we constructed five PSC based classifiers
for each dataset.

Since only a first level search can be used to classify new items, we included its performance
in the comparisons. We call this method first level search classifier (FLSC). It carries out the
whole task when npratio = 0. In effect, FLSC is identical to RkM (see Section [£.3).

Pre-processing performance

Tables 5.4-5.9 present the preprocessing cost measurements in millions of distance compu-
tations. Each cell has two values. The first value (ned) corresponds to preprocessing costs
estimated on the non-edited data whereas the second value (ed) on the edited data. The first
table row shows the preprocessing cost needed for the execution of the editing procedure of
ENN-rule. Of course, the measurements on the edited data do not contain the cost of editing.

RSP3 is the most time-consuming method, since it must retrieve the pair of the farthest
points in each subset. CNN-rule is faster than RSP3. IB2 and RHC seem to be the fastest
approaches. The preprocessing cost measurements of all other methods depend on the param-
eter used and the size and distribution of the data in the multidimensional space. Considering
the measurements of TLDSCA, we can conclude that its preprocessing performance is satis-
factory. We note that we have adopted the full cluster-consolidation as well as the random
initialization of the means. Thus, TLDSCA could have become even faster had we used more

efficient consolidation and initialization criteria.
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Table 5.6: Experimental results: Preprocessing Cost of DRTs (millions of distance computa-
tions)

| Method [ LIR | MGT | PD | LS | SH |TXR| PH |
| ENN  ned | 127.99 | 115.76 | 38.65 | 13.25 | 1076.46 | 9.68 | 9.35 |

CNN or. | 163.03 | 281.49 | 11.75 | 17.99 45.30 5.65 | 13.45
ed | 112.20 | 68.61 9.25 | 6.49 26.02 390 | 5.57

B2 or. | 23.37 | 34.61 1.78 | 2.22 8.26 0.84 | 1.96
ed 18.35 8.48 1.51 | 0.99 6.35 0.72 | 0.86

RSP3 or. | 326.52 | 511.67 | 86.66 | 37.70 | 17410.12 | 27.63 | 20.31
ed | 300.51 | 318.82 | 85.16 | 30.64 | 15652.75 | 27.04 | 15.67

RHC or. | 41.84 4.08 2.88 1.69 16.83 3.63 | 0.66
ed | 31.05 2.83 2.83 1.73 22.41 3.00 | 0.47

PSC j=2 or. | 6632 | 2395 | 6.52 | 2.96 127.20 3.15 1.08
ed | 55.13 1144 | 6.73 | 2.86 107.47 335 | 0.68

PSC j=4 or. | 110.06 | 17.21 | 15.93 | 5.85 54.07 7.90 | 0.94
ed | 94.76 10.15 | 17.57 | 4.83 52.46 10.33 | 1.04

PSC j=6 or. | 129.16 | 22.68 | 28.48 | 8.41 148.35 10.71 | 2.08
ed | 127.84 | 11.28 | 27.65 | 6.79 176.21 9.60 1.89

PSC j=8 or. | 16532 | 27.09 | 35.23 | 10.11 222.77 14.49 | 2.76
ed | 138.41 | 1242 | 32.33 | 9.97 189.71 11.10 | 2.18

PSC j=10 or. | 169.92 | 33.47 | 36.97 | 10.50 | 252.61 16.76 | 3.12
ed | 17845 | 21.75 | 33.74 | 11.82 | 213.61 15.78 | 3.15

In typical data mining tasks, preprocessing is executed only once. Hence, these measure-
ments may not be so significant in real life applications. However, preprocessing cost is a
comparison criterion and its measurements should be evaluated taking into account the per-
formance that the corresponding classifiers achieve in terms of accuracy and classification

cost.

Classification performance

Each classifier was executed twice, once on the non-edited and once on the edited data. Fig-
ures p.4-5.10 illustrate the performance measurements. Each figure presents two diagrams,
one for the non-edited and one for the edited data. For each classifier, the diagrams report the
measurements of classification costs on the x-axis (in terms of millions or thousands distance
computations) and the corresponding accuracy values on the y-axis. The closer to the “upper-

left” corner of the diagram a classifier’s point lies, the higher is the performance achieved.
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Table 5.7: Experimental results: Preprocessing Cost of HCM (millions of distance computa-
tions)

| Method | LIR | MGT | PD | LS | SH |TXR | PH |
HeM oy Med | 88.88 | 111.22 [ 28.80 | 12,52 [ 744.82 | 8.10 | 9.87
"~ ed | 7460 | 58.85 | 26.88 | 9.13 | 867.40 | 7.92 | 5,58
HOM jop Ted | 88.12 | 131.45 [ 1757 | 9.84 [ 49057 | 5.58 | 5.15
" ed | 80.87 | 49.53 | 17.53 | 7.81 | 557.07 | 540 | 4.15
HOM g Ped | 63.66 | 73.69 [ 1127 | 6.34 | 39923 | 4.80 | 3.70
" ed | 5531 3339 | 12.06 | 6.32 | 366.82 | 3.46 | 2.65
HOM g Ted | 47.53 | 5288 | 7.61 | 3.75 [ 334.99 | 4.27 | 155
ed | 3023 | 27.84 | 7.12 | 3.32 | 254.83 | 4.58 | 1.78

HoM s ed | 2635 | 27.69 [ 5.97 | 3.39 [ 105.13 | 3.41 | 1.33
ed | 3145 | 1816 | 521 | 3.06 | 146.12 | 2.68 | 1.03

HOM g ed | 1898 | 1951 [ 332 | 2.12 | 100.66 | 1.67 | 0.70
ed | 2596 | 12.65 | 2.99 | 1.37 | 106.02 | 1.82 | 0.77

. ned| 1089 7.50 | 1.70 | 0.94 | 3478 | 0.52 | 0.74
HEMI=T"od | 993 | 516 | 181 | 067 | 3718 | 054 | 048

Table 5.8: Experimental results: Preprocessing Cost of TLDSCA (millions of distance compu-
tations)

[ Method | LIR | MGT | PD | Ls | SH [TXR| PH |
, d | 19.62 | 404.23 | 18.38 | 10.56 - 3.50 | 34.69
TLDSCA 1=1 Izl 18.48 | 258.18 | 17.78 | 8.26 3.34 | 26.27
noseaiz "0V TG o 157 | v | | 20 | s
st "0 |10ty | sy | dos | 392 | 407 | 1os | e
, d| 7.74 | 19226 | 7.28 | 4.45 | 2879.39 | 1.32 | 12.36
TLDSCA 1=4 r:;i 7.01 | 145.16 | 7.21 | 4.51 | 3027.05 | 1.38 | 9.75
, d| 4.80 | 159.82 | 4.54 | 3.75 | 1983.80 | 0.94 | 7.92
TLDSCA 1=5 r;ed 4.25 | 92.64 | 5.06 | 3.07 | 211525 | 0.99 | 6.47
, d| 269 | 10535 | 2.95 | 1.82 | 1537.64 | 0.58 | 7.00
TLDSCA 1=6 r;ed 237 | 64.63 | 3.29 | 1.79 | 1585.51 | 0.58 | 4.29
, d| 1.23 | 5404 | 1.68 | 1.15 | 855.87 | 0.28 | 3.27
TLDSCA =7 rfd 1.15 | 46.55 | 1.60 | 0.95 | 847.11 | 0.29 | 2.95
, d| 0.60 | 3455 | 0.69 | 047 | 551.25 | 0.08 | 1.21
TLDSCA i=8 r;ed 0.58 | 21.79 | 0.61 | 0.42 | 53573 | 0.08 | 1.55
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Since we want to clearly indicate classifiers of high performance, the diagrams present only
a subset of performance points (points of some classifiers are omitted because they are out of
the diagram range). To facilitate the presentation, for the parametric methods (FHC-I, FLSC,
HCM and PSC), the diagrams present the most accurate classifiers for each reported classifi-
cation cost. In addition, we do not show the parameter values used to build the corresponding
classifiersh.

Table @ shows accuracies and classification costs for the conventional 1-NN classifiers,
i.e., classifiers that use the non-edited data (1-NN (ned)) or the edited data (1-NN (ed)). Al-
though editing is used to improve accuracy, ENN-rule achieves that only in the case of the
MGT dataset. This happens because MGT contains high levels of noise. Although, the LS
and PH datasets also contain some noisy items, ENN does not improve accuracy. The other

datasets are almost noise-free.

Table 5.9: Experimental results of Conventional 1-NN: Accuracy (Acc (%)) and Computational
Cost (CC (millions of distance computations))
| Method [ LIR [MGT| PD [ LS | SH |TXR| PH |

1-NN (ned) Acc | 95.83 | 78.14 | 99.35 | 90.60 | 99.82 | 99.02 | 90.10
CC | 64.00 | 57.88 | 19.34 | 6.63 | 538.24 | 4.84 4.67
A 9498 | 80.44 | 99.30 | 90.29 | 99.79 | 98.64 | 88.14
1-NN (ed) 3¢
CC | 61.23 | 46.26 | 19.21 | 6.02 | 537.24 | 4.78 4.14

Almost in all cases, FHC-I achieves high performance (see Figures p.4-5.10). In the cases
of the LIR, MGT, PD, LS and PH datasets, it is more accurate than 1-NN. This happens because
when FHC-I performs a second level search, it accesses a training subset that does not contain
items of irrelevant classes. With the exception of the SH dataset, FHC-I achieves better perfor-
mance than all DRTs. For the SH dataset, FHC-I can achieve higher accuracy than DRTs, but at
a higher classification cost. Although FHC-I is more accurate than HCM on all datasets, in the
cases of the LIR and SH datasets the latter may be preferable when very fast classifiers are re-
quired. Of course, FHC-I performs better than FLSC. However, the latter achieves noteworthy
performance that is comparable to the other speed-up methods.

All diagrams in Figures 5.4-5.10 show that when the speed-up methods are executed over

edited data, they are faster than when they are executed over non-edited data. Nevertheless,

4Tables with complete parameter values and performance measurements are available on url:
http://users.uom.gr/~stoug/IGPL_experiments.zip
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in some cases, either the classification cost gains are not very high or accuracy is significantly
reduced. In the case of the noisy MGT dataset, editing is necessary for all methods.

A final comment about the preprocessing and classification results is that the proposed
method can perform comparable to or better than the other methods. The user can adapt
the method to the application requirements by appropriately adjusting its parameters. We
conclude that the proposed method can be adjusted to achieve high accuracy with gains in
classification cost or to reduce the classification cost at a minimum level with slightly lower

accuracy.

Non-parametric statistical test

Our experimental study is complemented with the results of a non-parametric statistical test.
We ran the Wilcoxon signed ranks test [32] in order to validate the results presented in the
previous subsections. The Wilcoxon test compares the speed-up methods in pairs taking into
account their performance on each dataset. The test was run four times. Once for each com-
parison criterion, accuracy (ACC), classification cost (CC), preprocessing cost (PC) and once
on the measurements of the overall classification performance. By following the idea pre-
sented in [48, 47], the measurements of the overall performance were estimated by averaging
the normalized to the interval [0, 1] measurements of the three aforementioned comparison
criteria, thus, assuming that they all have the same significance. Here, we should mention
that since low values for costs are desirable, we used the values 1 — normalized(CC') and
1 — normalized(PC) in the place of the normalized values for CC and PC, respectively.

We ran the tests twice, once on the results obtained from the non-edited data and once
from the edited data. Of course, we could not test all variations of the parametric classifiers
(FHC-I, FLSC, PSC, HCM). Therefore, for each one of these methods, we used the same fixed
parameter values for all datasets. The fixed values were: (i) for FHC-I: DRF = 32, npratio : 1
and pk = 5; (ii) for FLSC: DRF' = 16 and pk = 1; (iii) for PSC: j = 10; (iv) for HCM: i = 4.
We should mention that these values were not obtained via tuning. Therefore, they do not
correspond to the classifiers with the highest accuracy or the lowest cost performance. In
effect, these parameter values constitute a typical setting for each method (default values) and
can be thought of as a starting point for tuning the parameters.

Tables and present the results of the tests for the non-edited and edited datasets re-

spectively. Columns “w/1/t” list the number of wins/losses/ties for each pair. Columns “Wilc”
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list the significance level. When that measure is lower than 0.05 (values in bold in Tables
and b.11), one can claim that the difference between the two methods is statistically signif-
icant. Note that Wilc. = 0.05 is a very strict threshold. The tests confirm that FHC-I with
the typical parameter values is an accurate method. In many cases, although FHC-I has more
wins, the test does not confirm statistically significant difference. For example, concerning
the overall performance on the non-edited data, FHC-I has 6 wins against CNN, IB2, RHC and
PSC, and 5 wins against HCM. However, the dominance is not statistically validated. This
happens because we have adopted a very strict threshold (i.e., Wilc = 0.05) for the Wilcoxon

level and, probably, we used a relatively small sample of datasets.

FHC-II performance

Four of the eight datasets are imbalanced. The LS dataset contains six classes with 626, 703,
707, 1358, 1508, 1533 items respectively. The MGT dataset has two classes with 12332 and 6688
items. Similarly, the SH dataset has seven classes with 45589, 8903, 3267, 171, 49, 13, 10 items
and the PH dataset has two classes with 3818 and 1586 items. FHC-I does not manage fairly
the items of all classes. FHC-II reduces the probability of second level searches for the “weak”
classes. This leads to even faster classifiers.

We ran FHC-II twelve times for each dataset using the following settings: (i) pk = 15, 30,
(i) DRF = 16, 32 and (iii) (npratioj,, npratiopg,) values: (0.7,1), (0.5,1), (0.3,0.7). These
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Table 5.10: Results of the Wilcoxon signed ranks test on the measurements obtained from the
non-edited data

Methods ACC CcC PC Overall
w/l/t | Wile. | w/l/t | Wile. | w/l/t | Wile. | w/l/t | Wile.
FHC-Ivs CNN [ 7/0/0 [ 0.018 [ 6/1/0 | 0.176 [ 6/1/0 | 0.237 [ 6/1/0 | 0.176
FHC-TvsIB2 [ 7/0/0 | 0.018 | 6/1/0 [ 0.176 | 1/6/0 | 0.128 [ 6/1/0 | 0.176
FHC-Ivs RSP3 [ 5/2/0 | 0.176 | 6/1/0 | 0.043 | 7/0/0 | 0.018 | 7/0/0 | 0.018
FHC-Tvs RHC | 7/0/0 | 0.018 | 6/1/0 | 0.237 | 2/5/0 [ 0310 | 6/1/0 | 0.176
FHC-Tvs PSC | 7/0/0 | 0.018 | 6/1/0 | 0.128 | 4/3/0 [ 0.866 | 6/1/0 | 0.091
FHC-Tvs HCM | 5/2/0 | 0.063 | 6/1/0 [ 0.043 | 4/3/0 [ 0.612 [ 5/2/0 | 0.237
FLSC vs CNN [ 4/3/0 [ 0.866 | 6/1/0 | 0.237 [ 6/1/0 | 0.237 [ 6/1/0 | 0.237
FLSCvsIB2 [ 4/3/0 | 0.310 | 6/1/0 | 0.237 | 1/6/0 [ 0.128 | 6/1/0 | 0.237
FLSC vs RSP3 [ 1/6/0 | 0.128 | 6/1/0 | 0.237 | 7/0/0 | 0.018 | 7/0/0 | 0.018
FLSC vs RHC | 5/2/0 | 0.499 | 6/1/0 | 0.237 | 2/5/0 | 0.176 | 6/1/0 | 0.237
FLSC vs PSC | 7/0/0 | 0.018 | 5/2/0 | 0.398 | 4/3/0 [ 1.000 | 6/1/0 | 0.237
FLSC vs HCM [ 0/7/0 | 0.018 | 3/4/0 [ 0.176 | 3/4/0 [ 0.398 [ 0/7/0 | 0.018
FHC-I vs FLSC | 7/0/0 | 0.018 | 7/0/0 | 0.018 | 7/0/0 | 0.018 | 7/0/0 | 0.018

Table 5.11: Results of the Wilcoxon signed ranks test on the measurements obtained from the
edited data

Methods ACC CC PC Overall
w/l/t ‘ Wile. | w/l/t ‘ Wile. | w/l/t ‘ Wile. | w/l/t ‘ Wile.
FHC-Tvs CNN | 6/0/1 | 0.028 | 6/1/0 | 0.237 | 4/3/0 | 0.866 | 6/1/0 | 0.237
FHC-TvsIB2 [ 6/1/0 | 0.043 | 6/1/0 [ 0.237 | 1/6/0 | 0.128 | 6/1/0 | 0.237
FHC-Tvs RSP3 | 6/1/0 | 0.128 | 6/1/0 [ 0.128 | 7/0/0 | 0.018 | 7/0/0 | 0.018
FHC-Tvs RHC [ 7/0/0 | 0.018 | 6/1/0 [ 0.237 | 2/5/0 [ 0.237 [ 6/1/0 | 0.237
FHC-Ivs PSC | 7/0/0 | 0.018 | 6/1/0 | 0.237 | 4/3/0 | 0.866 | 6/1/0 | 0.128
FHC-Ivs HCM | 4/3/0 | 0.237 | 6/1/0 | 0.028 | 4/3/0 | 0.612 | 5/2/0 | 0.398
FLSC vs CNN | 4/3/0 | 1.000 | 6/1/0 | 0.237 | 4/3/0 [ 0.735 | 6/1/0 | 0.237
FLSCvsIB2 [ 2/5/0 | 0.499 | 6/1/0 [ 0.237 | 1/6/0 | 0.128 | 6/1/0 | 0.237
FLSC vs RSP3 | 2/5/0 | 0.091 | 6/1/0 [ 0.237 | 7/0/0 | 0.018 | 6/1/0 | 0.028
FLSC vs RHC [ 5/2/0 | 0.735 | 6/1/0 [ 0.237 | 2/5/0 [ 0.176 | 5/2/0 | 0.310
FLSC vs PSC | 7/0/0 | 0.018 | 5/2/0 | 0.612 | 4/3/0 | 0.866 | 6/1/0 | 0.237
FLSC vs HCM [ 0/7/0 | 0.018 | 3/4/0 [ 0.176 | 2/5/0 [ 0310 [ 0/7/0 | 0.018
FHC-I vs FLSC | 7/0/0 | 0.018 | 7/0/0 | 0.018 | 7/0/0 | 0.018 | 7/0/0 | 0.018
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methods were compared to four FHC-I methods built using the same pk and D RF' values and
npratio = 1. Figures 5.11-5.14 present the results. Each FHC-II method is denoted with the
following sequence: DRFE', pk, npratioje,, npratio,y, in the figure’s legend. Similarly, FHC-I
is noted with DRF, pk, npratio.

In the case of the noisy MGT dataset, FHC-II improves both accuracy and classification
cost measurements. In the case of the LS dataset, all FHC-II classifiers built using the (0.3,0.7)
range of npratio values as well as the one that uses settings D RF' = 16, pk = 15, npratio;,, =
0.5, npratiopg, = 1 are ineffective. They reduce costs, but they also reduce accuracy. All
other FHC-II classifiers execute faster than the FHC-I classifiers without loss of accuracy. In
the cases of the SH and PH datasets, FHC-I may be preferable to FHC-II. The latter executes
slightly faster than FHC-I1. However this speed-up affects the accuracy.

5.3.4 Conclusions

This section proposed an adaptive hybrid method for fast £-NN classification. The method
involves the construction of a two level data structure and classifiers that make predictions
using either the first or the second level of this structure. Actually, the method combines the
idea of data reduction with that of cluster-based methods in a hybrid schema. The method lets
the user determine the trade-off between accuracy and classification cost. Therefore, it can be
used either to improve accuracy at a lower cost, or to reduce cost at a minimum level without
sacrificing accuracy. Experiments showed that cost improvements may be achieved, with the

accuracy remaining high and comparable to that of the conventional &£-NN.

5.4 Hybrid k-NN classification based on homogeneous clus-

ters

5.4.1 Motivation and contribution

In Section @ we demonstrated that the ideas of data reduction and cluster-based methods can
be combined in a hybrid classification method to achieve the desirable performance. In partic-
ular, we proposed a pre-processing algorithm to construct a data structure and fast algorithms

to classify new items by accessing this structure. The main disadvantage of our method was
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that the algorithms were parametric and required a trial-and-error procedure to adjust their
input parameters.

Here, we extend this idea. More specifically, the motivation is the development of a fast
and non-parametric classification method for large and high dimensional data. The proposed
method follows the concept of forming homogeneous clusters (clusters that contain items of
a particular class only) presented in Chapter B. The contribution of the work presented in this
section is: (i) the development of an efficient and non-parametric classification method that
combines two different speed-up strategies, namely, data reduction and cluster-based methods,
(ii) the proposal of a variation of our method that is applied on data stored in condensing sets
and is able to further improve the performance of DRTs. The main goal of the variation is
extra fast classification.

The rest of this section is organized as follows. Subsections and consider in detail
the proposed classification method and its variation, respectively. Subsection presents
the experimental evaluation and the results of the Wilcoxon signed ranks test, and, finally,

Subsection concludes the section.

5.4.2 The proposed SUDS classification method

Like FHC method, The proposed classification method includes two major stages: (i) pre-
processing, which is applied on the training items in order to construct a two-level Speed-
up Data Structure (SUDS), and, (ii) classification, which uses SUDS and applies the proposed
hybrid classifier. In this subsection, we present the pre-processing algorithm as well as the

hybrid classifier.

Speed-Up Data Structure Construction Algorithm

The pre-processing algorithm builds SUDS by finding homogeneous clusters in the training
data. A cluster is homogeneous if it contains items of a specific class only. The SUDS Con-
struction Algorithm (SUDSCA) repetitively executes the k-means clustering algorithm until
all of the identified clusters become homogeneous. SUDS is a two-level data structure. Its first
level is a list of means (centroids or representatives) of the identified homogeneous clusters.
Each one represents a data area of a specific class and indexes the “real” cluster items that are
in the second level of SUDS. Figure shows how SUDS is constructed and Algorithm g

summarizes the steps of the corresponding algorithm.

134



SUDSCA follows the strategy of RHC (see Section B.2.d). Consequently, the first step of
SUDSCA is to find the mean items of each class in the training set by averaging its items (Fig-
ure 5.15(b)). Then, it executes the k-means clustering using these class means as initial means.
Thus, for a dataset with A classes, SUDSCA initially identifies M clusters (Figure p.15(c)).
SUDSCA continues by analyzing the M clusters. If a cluster is homogeneous, it is added to
SUDS. The cluster mean is added to the first level of SUDS as representative of the specific class
and indexes the cluster items that are added to the second level. On the other hand, for each
non-homogeneous cluster X, k-means is executed on its items and identifies as many clusters
as the number of distinct classes in X following the aforementioned procedure(Figure 5.15(d)).
The repetitive execution of k-means terminates when all constructed clusters are homoge-
neous. Following this algorithm, SUDSCA constructs few large clusters for internal class data

areas, and many small clusters for close-class-border data areas.

Like all DRTs presented in Chapter , SUDSCA can be easily implemented using a sim-
ple queue data structure that stores the unprocessed clusters. Initially, the whole training set
(T'S) constitutes an unprocessed cluster and it becomes the head of the queue (line 2 in Algo-
rithm R0). In each iteration, SUDSCA checks if cluster C' in the head of the queue is homoge-
neous or not (line 6). If it is, the cluster is added to SUDS (lines 7-9). Otherwise, the algorithm
computes a mean item for each class (ClassCentroids) present in C' (lines 11-15). SUDSCA
continues by calling the k-means clustering for the items of C' (line 16) (see Section P.4). This
procedure returns a list of clusters (VewC'lusters) that are added to the queue structure (line
17-19) as unprocessed clusters. This procedure is repeated until the queue becomes empty

(line 21), which means that all constructed clusters are homogeneous.

Contrary to TLDSCA (see Algorithm [18) proposed in Section 5.3, SUDSCA is non-
parametric. It automatically determines the length of SUDS (i.e., the number of clusters)
based on the dataset used. Certainly, SUDSCA extends the idea of the algorithms presented
in Chapter . Here, our purpose is not the development of a prototype abstraction algorithm,
but the development of a hybrid, non-parametric method that combines the idea of data
abstraction with that of cluster-based methods. We note that SUDSCA does not depend on
the order of items in the training set. Contrary to SUDSCA, other speed-up methods based
on k-means clustering highly depend on the selection of the initial means [62, 86, 85, 87].
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Algorithm 20 SUDSCA

Input: 7'S
Output: SUDS
1: Queue <
2: Enqueue(Queue, T'S)

3: SUDS + ©
4: repeat
5. (' < Dequeue(Queue)
6:  if C'is homogeneous then
7: M <+ mean of C'
8 Put M into the first level of SUDS
9 Put the items of C' into the second level of SU DS and associate them to M
10:  else
11: ClassCentroids < & {M is the set of class means}
12: for each class L in C' do
13: Centroid; <+ mean of L
14: ClassCentroids < ClassCentroids U Centroidr,
15: end for
16: NewClusters < K-MEANS(C, ClassCentroids)
17: for each cluster X € NewClusters do
18: Enqueue(Queue, X)
19: end for
20:  end if

21: until IsSEmpty(Queue)
22: return SUDS

Hybrid classifiers based on homogeneous clusters

The second part of the proposed method is a classifier that uses SUDS. It is called Hybrid
Classification Algorithm based on Homogeneous Clusters (HCAHC) and is described in Algo-
rithm R1l. Although it has similar points to FHC (see Section 5.3), it has two major differences:
(i) HCAHC accesses a completely different data structure than FHC; (ii) Contrary to FHC, HC-
AHC does not use the npratio parameter. More specifically, when a new item x arrives and
must be classified (line 1 in Algorithm R1)), HCAHC initially scans the first level of SUDS and
retrieves the Rk nearest representatives to x (lines 2-4). We call this scan a first level search. If
all Rk retrieved representatives vote a specific class, x is classified to this class (lines 5-6). Oth-

erwise, HCAHC goes to the second level of SUDS and x is classified by searching its k “real”
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Algorithm 21 HCAHC
Input: SUDS, Rk, k
1: for each new item x do
2:  Scan 1st level of SUDS and retrieve the Rk nearest representatives to
3:  Find the majority class MC; of the Rk nearest representatives (ties are resolved by near-
est representatives)

4 MCC + COUNT(representatives of the majority class)
5. if MCC == Rk then
6: Classify x to M C}
7. else
8: Scan within the set formed by the union of clusters of the Rk representatives and
retrieve the k Nearest Neighbours (NNs) to = {Second level search}
9: Find the majority class M C5 of the k NNs (ties are resolved by single nearest neigh-
bour)
10: Classify x to M (5
11:  end if
12: end for

nearest neighbours within the data subset dynamically formed by the union of the clusters of
the Rk representatives (lines 8-10). We call this search a second level search.

A second level search usually involves higher classification cost than a first level search.
However, even in this case, HCAHC searches only a small subset of the initial training data.
For instance, suppose that SUDSCA has built a SUDS with 200 nodes and we have set Rk =
8. HCAHC performs the first level search and retrieves the eight nearest representatives.
Suppose that not all eight of them belong to the same class. As a result, HCAHC searches
for the k nearest neighbours in the union of the eight clusters that correspond to the eight
representatives and performs the classification. Even in this case, HCAHC significantly prunes
the search space by ignoring the items of the rest 192 clusters.

A new item can be classified via either a first or a second level search. Practically, the
first level search is a prototype abstraction algorithm (similar to RHC), while the second level
search is a cluster-based method. That is why HCAHC is a hybrid method. Furthermore,
when HCAHC performs a second level search, it accesses an almost noise-free subset of the
initial training set. Since each cluster contains items of a specific class only, the subset (union
of the Rk clusters) will not contain noisy items of other irrelevant classes, i.e., classes which
are not represented by the Rk representatives. Thus, classification performance may not be

affected as much by noisy data of other classes. Of course, the length of SUDS and the size of
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the constructed clusters depends on the level of noise. The more noise in the training set, the
smaller size of the constructed clusters and the higher is the final number of homogeneous
clusters (or length of SUDS).

Since we aim to a non-parametric method, we must find a way to automatically determine
Rk. In the experiments of the following subsection, we have tested the effect of the value of

RE on the performance of our method. In addition, we adopt the empirical rule:

Rk = |/|SUDS|]

where |SUDS] is the number of nodes (clusters) in SUDS. The adoption of this empirical rule
was initially motivated by the rule of thumb [[78]:

which is used for determining the number of clusters in the context of k-means clustering.
Certainly, we adopted the empirical rule by evaluating the performance of HCAHC on multiple

datasets.

5.4.3 SUDS classification method over condensing sets

The motive behind the SUDS method presented in Subsection is fast classification. In
addition, we claim that our method could improve the performance of prototype abstraction
and condensing algorithms. More specifically, we suggest our SUDS classification method to
be applied on the data stored in a condensing set that has been constructed by a condensing
or prototype abstraction algorithm. Then, a classifier that uses SUDS will be executed faster
than a classifier that searches for nearest neighbours in the full condensing set and without a
negative impact on accuracy. Since SUDSCA will be applied on a condensing set (i.e., a small

dataset), the preprocessing overhead introduced will be almost insignificant.

Suppose that a condensing set stores the close-class-border items of a dataset with four
classes (Figure p.16(a)). Figures (b)-(d) demonstrate the execution of SUDSCA. The result
is the construction of a SUDS which contains five clusters. The SUDS construction procedure
is similar to that presented in Figure b.15.
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Figure 5.16: SUDS construction by finding homogeneous clusters in the condensing set

Here, the classifier that uses SUDS to perform the classification is almost similar to HC-
AHC. However, there is a major difference: it is rare that all Rk nearest representatives will
belong to the same class. Almost in all cases, HCAHC proceeds to a second level search.
Therefore, when the SUDS method is applied on a condensing set, the “if statement” (line 5 in
Algorithm 1)) regarding the first level classification is unnecessary (actually, it is meaningful
only when RF is very small). Therefore, a classifier that avoids classification though a first
level search is a sufficient approach. We call this approach Homogeneous Clusters Algorithm
(HCA) and we present it in Algorithm pJ.

Contrary to HCAHC, HCA is not a hybrid classifier. Basically, it is a typical cluster-based
method. For each new item, it dynamically forms a training subset (reference set) of the initial
condensing set on which the search for the nearest neighbours is executed. The training subset
is the union of the Rk clusters that have been constructed by SUDSCA. As in the case of
HCAHC, HCA adopts the empirical rule Rk = |/[SUDS|| for the determination of Rk.
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Algorithm 22 HCA

Input: SUDS, Rk, k

: for each new item x do
Scan 1st level of SUD.S and retrieve the Rk Nearest Representatives to x
Scan within the set formed by the union of clusters of the Rk representatives and re-
trieve the k£ Nearest Neighbours (NNs) to x

4:  Find the majority class M/ C' of the k£ NNs (ties are resolved by the nearest neighbour)

. Classify x to MC
6: end for

[ RN

5.4.4 Performance evaluation

The experimentation includes two main stagesa. First, we evaluate the performance of SUDS
classification method over non-edited data, and then, over condensing sets built by four DRTs.
In all cases, our experiments were conducted using eight datasets distributed by the KEEL
dataset Repositoryﬂ[6] (see Table 5.19). Like in the other experimental studies of the disserta-
tion, the Euclidean distance is used as distance metric.

The SUDS classification method was compared to five known speed-up methods by mea-
suring three comparison criteria: classification accuracy, classification cost, and, preprocess-
ing cost. We evaluated: (i) CNN-rule, (ii) the fast IB2 algorithm, (iii) RSP3, (iv) the cluster-based
method proposed by Hwang and Cho [62] (HCM), and, (v) our RHC algorithm.

All methods were evaluated using five-fold cross-validation. For each one of the seven
datasets (except KDD), we used the five already constructed pairs of training/testing sets
hosted by the KEEL repository. These sets are appropriate for five-fold cross-validation. With
the exception of KDD, we run all experiments without any previous knowledge about the
datasets. Therefore, we did not perform normalization or any other data transformation.

The KDD dataset contains 41 attributes and 494,020 items. However, three attributes are
nominal, two attributes are fixed-value and huge amounts of data are duplicates. For simpli-
fying our experiments and like in the experimental studies presented in Sections and 4.2,
we removed these attributes and all duplicate items. Therefore, the transformed dataset con-
tains 36 attributes and 141,481 unique items. Please note that the impact of duplicates on

the classification process has been documented in Subsection B.2.4. Moreover, we observed

Detailed experimental results are available at
http://users.uom.gr/~stoug/AIRJ_experiments.zip
Shttp://sci2s.ugr.es/keel/datasets.php
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Table 5.12: Datasets description

’ Dataset ‘ Size ‘ Attributes ‘ Classes ‘
Letter Recognition (LIR) 20000 16 26
Magic Gamma Telescope (MGT) | 19020 10 2
Pen-Digits (PD) 10992 16 10
Landsat Satellite (LS) 6435 36 6
Shuttle (SH) 58000 9 7
Texture (TXR) 5500 40 11
Phoneme (PH) 5404 5 2
KddCup (KDD) 141481 23 36

extreme variation on the value ranges of the attributes of KDD. Thus, we normalized all at-
tributes to the interval [0, 1]. Finally, we randomized the dataset and prepared it for five-fold

cross-validation.

Performance of SUDS classification method over the original data

Experimental setup CNN-rule, IB2, RSP3 and RHC are non-parametric methods, that is, they
do not use user-defined parameters in order to reduce the training data. On the other hand,
HCM is parametric. In addition to parameter k& (number of nearest neighbours to search),
which is used by all methods during the classification step, it uses three extra parameters: (i)
C': the number of clusters constructed by the £-means clustering, (ii) D: the distance threshold
used to divide each cluster into core and peripheral sets, and, (iii) L: the number of adjacent
clusters that will be used. C' and D are used during the preprocessing step, while L during the
classification step (see Section 2.4 or [62] for details). For each dataset, we built eight HCM
classifiers using eight different C' values. More specifically, each classifier i = 1,...,8, used
C= L\/znrzj , where n is the number of training items. The first classifier, i.e. © = 1, is based on
the rule of thumb C' = L\/gj [78]. We decided to build additional classifiers that use smaller
C values than C' = L\/gj based on the observation that Hwang and Cho defined C' = 10 for
a dataset with 60919 items. For the other two parameters, we adopted the values suggested by
Hwang and Cho in their experiments.

Although SUDSCA is non-parametric, HCAHC is a parametric classifier. In addition to &,
it uses the Rk parameter. We built 29 HCAHC classifiers, for Rk = 2,3, ..., 30, and we also
considered the automatic determination of Rk (see Subsection ) We refer to that classifier
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as HCAHC-sqrt. To facilitate the presentation of the measurements, for both HCAHC and
HCM, we report only the most accurate classifiers for each reported cost, i.e., the performance
of a classifier was omitted if it was less accurate and involved higher classification cost than
another classifier that was more accurate with lower classification cost.

During the classification step, all methods involve the k parameter. DRTs perform £-NN
classification using their condensing set, while HCM does this over a small reference set that
is dynamically formed for each new item. Finally, HCAHC searches for k nearest neighbours
when it performs a second level search. We used the best k values for each method and dataset,
i.e., the value that achieved the highest classification accuracy. In effect, we ran the cross-
validation many times for different k£ values and report the best one. Of course, we did not use
different £k values for each fold. We note that we did not follow the typical tuning procedure
that implies that the best parameters should be obtained by using only the training data. Since
all methods involve the k parameter, for all methods, we simply report the highest accuracy
achieved by the k parameter when it classifies the testing portion using the corresponding
training portion.

For the first seven datasets, we run all experiments twice: on the non-edited datasets and
on the edited (noise-free) datasets. For editing purposes, we used ENN-rule by setting £ =
3 [131, 49, 84]. The goal was to study how noise affects the performance of each method. The
complete procedure that we followed during our experimentation is shown in Figure 5.17. For
the KDD dataset, ENN-rule eliminates all items of some rare classes. More specifically, the
edited form of the KDD dataset contains fewer than 23 classes (from 4 to 7 fewer classes -

depending on the fold). Therefore, we decided to skip the edited version of the KDD dataset.
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Pre-processing performance Tables and present the pre-processing costs in
terms of millions of distance computations (how many distances were computed during
pre-processing) performed by each method on the non-edited and the edited data. As we
expected, SUDSCA and RHC were executed very fast in comparison to the other approaches,
and were comparable in performance to IB2, which is a one-pass algorithm. This happened
because: (i) the construction of SUDS and of the RHC condensing set are based on the
repetitive execution of the fast k-means clustering algorithm, and, (ii) in both cases, k-means

uses the mean items of the classes as initial means, and thus, clusters are consolidated quickly.

Table 5.13: Experimental results: Preprocessing Cost of SUDSCA on the non-edited data (mil-
lions of distance computations)

HCM RHC/
Dataset | CNN | IB2 RSP3 i1 ‘ iz3 ‘ i=5 ‘ i=7 SUDSCA

LIR 163.03 | 23.37 | 326.52 88.88 63.66 26.35 | 10.89 41.85
MGT | 277.18 | 34.61 | 511.67 120.22 72.64 21.74 | 10.64 4.09

PD 11.75 | 1.78 86.66 28.80 11.27 5.97 1.70 2.88
LS 18.59 | 2.22 37.70 16.74 12.44 4.54 0.81 1.69
SH 4530 | 8.26 | 17410.12 | 744.82 | 399.23 | 105.13 | 34.78 16.83
TXR 5.57 0.84 27.63 14.86 7.43 3.89 0.83 3.63
PH 13.45 | 1.96 20.31 9.87 3.70 1.33 0.74 0.65

KDD [ 384.90 [ 55.58 | 20278.87 | 5440.21 | 2155.75 | 955.06 | 309.97 | 8159
| Avg. | 114.97 [ 16.08 | 4837.43 | 808.05 | 340.77 | 140.50 | 46.29 | 19.15

Table 5.14: Experimental results: Preprocessing Cost of SUDSCA on the edited data (millions
of distance computations)

HCM RHC/
i=1 | i=3 | i=5 | i=7 | SUDSCA
LIR 112.20 | 18.35 | 300.51 | 74.60 | 55.31 | 31.45 | 9.93 31.05
MGT | 70.27 | 851 | 318.82 | 85.28 | 33.80 | 16.33 | 7.06 2.83
PD 9.25 | 1.51 85.15 26.76 | 12.06 | 5.18 | 1.83 2.83
LS 7.09 | 1.02 30.63 13.76 | 9.60 3.43 | 0.87 1.74
SH 26.02 | 6.35 | 15652.75 | 867.40 | 367.52 | 146.12 | 37.18 | 22.41
TXR 439 | 0.71 27.04 14.76 | 7.16 4.27 | 0.82 3.00
PH 557 | 0.86 15.67 5.58 2.65 1.03 | 0.48 0.47

| Avg. | 3354 | 533 | 2347.22 | 15545 | 69.73 [ 29.69 | 831 | 9.19

Dataset | CNN IB2 RSP3
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Concerning the other methods, RSP3 was the most time consuming approach. HCM for
¢ > 5 is executed very fast. However, in real applications, the user must perform a trial-
end-error procedure for determining the parameters. This may render pre-processing a hard
and extremely time consuming procedure. Although CNN-rule is quite faster than RSP3, its
pre-processing cost remains at high levels.

Finally, as we expected, DRTs and SUDSCA are faster when executed on the edited datasets.
This happens because: (i) the edited sets contain fewer items than the non-edited training sets,
and, (ii) noisy items have a negative effect on the methods. One one hand, in RHC, RSP3 and
SUDCA that use the concept of homogeneity, noisy items lead to many and small groups of
items and, thus, these methods involve a high cost to build them. On the other hand, in CNN-
rule, noisy items lead to the execution of many algorithm data passes and of course to a large
condensing set. The preprocessing cost of HCM is not affected by noisy items. However, for
noisy datasets, even this method involved lower preprocessing cost because of the smaller size
of the edited sets.

Nevertheless, to obtain an edited (i.e., noise-free) dataset, the execution of an extra prepro-
cessing procedure is necessary (see Figure p.17). This procedure involves additional prepro-
cessing cost. Hence, the total preprocessing cost contains the cost of ENN-rule that is w,
where N is the number of training items. Table shows the cost required by ENN-rule as
well as the size of the edited sets and the corresponding reduction rate. We observe that the
MGT, PH, and LS datasets contains noise, while in the rest datasets, the level of noise is almost

insignificant.

Table 5.15: Experimental results of ENN-rule
| | LIR | MGT | PD | LS | SH | TXR | PH |

Edited set size: 15306.8 | 12160.2 | 8734 | 4681 | 46314.2 | 4345.6 | 38374

Accuracy (%): 94.98 80.96 | 99.30 | 90.41 | 99.79 98.64 | 880.14
Reduction Rate (%): 4.33 20.08 0.67 | 9.07 0.18 1.24 11.25
ENN Cost: 12799 | 115.76 | 38.65 | 13.25 | 1076.46 | 9.68 9.35

Classification performance We performed the classification step by using eight classi-
fication methods on the eight datasets. The methods used were: (i) Conventional k-NN
(conv-k-NN), (ii) IB2, (iii)) HCAHC, (iv) HCAHC-sqrt, (v) RHC, (vi) CNN-rule, (vii) RSP3, and,
(viii) HCM. The performance measurements of conv-k-NN are shown in Table while the
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Table 5.16: Experimental results: Conventional-k-NN vs HCAHC over the non-edited data
(Accuracy (Acc (%)), Classification Cost (millions of distance computations))
Conv-k-NN HCAHC
Acc (%) \ Cost | Acc (%) | Cost \ Rk
LIR 96.01 64.00 95.90 9.41 43
MGT 81.32 57.88 81.27 16.26 | 63
PD 99.37 19.34 99.33 2.45 20
LS 91.22 6.63 91.25 1.10 15
SH 99.82 538.24 99.82 227.26 | 29
TXR 99.02 4.84 99.02 0.71 18
PH 90.10 4.67 90.23 1.08 11
KDD 99.71 3202.68 99.71 429.31 | 10

| Avg. | 945715 | 487.29 | 94.5663 | 85.97 | |

Dataset

measurements of the speed-up methods are depicted in Figures 5.18-5.23. In particular, each
figure presents two diagrams for each dataset, one corresponding to the non-edited training

set and one to the edited set.

The figures show the cost measurements (in terms of millions or thousands distance com-
putations) on the x-axis and the corresponding accuracy on the y-axis. The cost measurements
indicate how many distances were computed in order to classify all testing items. Since, we

used a cross-validation schema, cost measurements are average values.

Almost in all cases, HCAHC and HCAHC-sqrt had very good performance. HCAHC can
even reach the accuracy level of conv-k-NN (see Table b.16). All diagrams show that rule
Rk = [/|SUDS]] is a good choice for the determination of Rk. With the exception of the
SH and KDD datasets, HCAHC achieved better classification performance than all DRTs. On
the other hand, although HCAHC and HCAHC-sqrt achieved higher accuracy than HCM in all
datasets, for the MGT, SH, PH and KDD datasets, HCM may be preferable because it achieved

accuracies close to those of HCAHC and HCAHC-sqrt at a lower classification cost.

Table compares the classification performance on the non-edited datasets of conv-
k-NN with that of HCAHC with an Rk value that achieves the highest possible accuracy
(note that we have not conducted experiments for Rk > 30 and for Rk # [/|SUDS])).
Please observe that the accuracy measurements are almost similar with significant gains in

classification cost. In the LS and PH datasets, HCAHC achieved slightly better accuracy than
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conv-k-NN. This is because the reference sets formed by HCAHC during the second level

searches do not contain items of irrelevant classes.

Concerning the SH and KDD datasets, all DRTs built very small condensing sets. Therefore,
the £-NN classifiers that were applied on these condensing sets, were not only accurate but
very fast as well. HCAHC and HCAHC-sqrt were able to achieve even higher accuracy levels

than all DRTs but, it involves higher classification cost.

All figures show that when the speed-up methods are performed over the edited data, they
are faster than when they performed over the non-edited data. However, in some cases, either
the cost gains are not very high or the classification accuracy is significantly reduced. On the
other hand, in the case of the MGT dataset, which is a dataset that contains high level of noise,
editing is a necessary preprocessing procedure for all speed-up methods. In Figure .6, we

observe that the cost gains are high, while the classification accuracy is not reduced.

Non-parametric statistical test The experimentation is complemented by the results of the
Wilcoxon signed ranks test [32]. Like the other statistical studies presented in the dissertation,
the test was run four times. Once for each comparison criterion (accuracy (ACC), classification
cost (CC), preprocessing cost (PC)) and once on the measurements of the overall classification
performance. The measurements of the overall classification criterion were estimated by av-
eraging the normalized to the range [0, 1] measurements of the three aforementioned criteria,
thus, assuming that they all have the same significance. Since low values for costs are desir-
able, we used the values (1 — normalized(CC')) and (1 — normalized(PC')) in the place of

the normalized values for CC and PC, respectively.

All the tests were run twice, one on the measurements obtained from the edited datasets
and one on the measurements obtained from the edited datasets. Of course, we could not
include tests for all variations of HCAHC and HCM (for the different tested values of Rk and
1 parameters respectively). Since the performance of the algorithms are estimated in terms of
three comparison criteria, there is not a unique dominant parameter value. A good parameter
adjustment in terms of one criterion may deteriorate the measurements of the other criterion
and vice versa. Therefore, for each dataset we chose a good representative variation for each
one of these parametric algorithms. Our criterion was the high performance, i.e., relatively
high accuracy and low classification and preprocessing cost. The parameter values for the

selected classifiers are shown in Table 5.17.
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Additionally to the parametric HCAHC (HCAHC-Rk), we ran the test for HCAHC-sqrt.
Consequently, HCAHC-sqrt and HCAHC-Rk are compared to each one of the four other
speed-up methods. Note that the execution of HCAHC implies the execution of SUDSCA
during the preprocessing phase. Tables and illustrate the results of Wilcoxon signed
ranks tests. The columns labelled by “w/l/t” count the number of wins, loses and ties respec-
tively for each pair of methods. The columns labelled “Wilc” presents the Wilcoxon signifi-
cance level. We consider that If that value is not higher than 0.05, the difference between the
pair of methods is significant. Of course, Wilc = 0.05 is a very strict threshold.

The test confirms that HCAHC is an accurate method. Almost in all cases, the Wilcoxon

significance level is lower than the threshold of 0.05. In addition, in two cases, it is 0.063.
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Table 5.17: Parameter values selected for the Wilcoxon signed ranks test
| |LIR| MGT [PD [ LS | SH | TXR | PH [ KDD |
Non-edited data
RE | 10 23 6 15| 9 5 11 2
1 7 3 7 4 3 5 4 1

RE | 8 17 5 5 2 3 7 -
1 7 5 7 4 1 5 3 -

Although HCAHC approaches have always more wins than the other methods in terms of
accuracy, in some cases, there is not significant difference. On the other hand, HCAHC seems
to be statistically worse than some other algorithms in terms of classification cost. In terms
of preprocessing cost, HCAHC is statistically better than CNN and RSP3. Although HCAHC
has more wins against HCM in terms of preprocessing cost, its dominance is not statistically
supported. Finally, we observe that HCAHC have more wins than all other methods in terms
of overall classification performance. However, in many cases, It is not statistically supported.
This is because we have adopted the very strict threshold of 0.05 as well as our sample is
small. Please notice that there are many cases where the Wilcoxon value is 0.063 (slightly
higher than the threshold adopted). The difference between the corresponding algorithms
can be also characterized as statistically significant. Furthermore, the test shows that there
is not significant difference between HCAHC-sqrt and HCM-i in terms of preprocessing cost.
However, considering that both the preprocessing and classification algorithms of HCM are
parametric and SUDSCA and HCAHC-sqrt are not parametric, one concludes that the SUDS
method is preferable. Since RHC and HCAHC are based on a similar procedure of forming
homogeneous clusters, they have the same preprocessing cost. On the other hand, HCAHC is

better in terms of accuracy and worse in terms of classification cost than RHC.

Performance of the SUDS classification method over condensing sets

Experimental setup The second part of our experimentation concerns the performance of
the SUDS method when applied on condensing sets. To build the condensing sets, we executed
the four DRTs that we had used in the study of the previous subsection, i.e. (i) CNN, (ii) IB2,
(iii) RSP3, and (iv) RHC, on the training sets presented in Table 5.14. Then, we applied the

SUDS method on the four resulting condensing sets. Of course, SUDS can be combined with
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Table 5.18: Results of the Wilcoxon signed ranks test on the measurements obtained from the
non-edited data

Methods

ACC CcC PC Overall
w/l/t \ Wile. | w/l/t \ Wile. | w/l/t \ Wile. | w/l/t \ Wilc.
HCAHC-sqrt vs CNN 7/1/0 | 0.017 | 3/5/0 | 0.401 | 8/0/0 | 0.012 | 6/2/0 | 0.674
HCAHC-sqrt vs RSP3 7/1/0 | 0.017 | 5/3/0 | 0.889 | 8/0/0 | 0.012 | 7/1/0 | 0.161
HCAHC-sqrt vs IB2 7/1/0 | 0.017 | 1/7/0 | 0.069 | 3/5/0 | 0.401 | 6/2/0 | 0.674
HCAHC-sqrt vs RHC 8/0/0 | 0.012 | 0/8/0 | 0.012 | 0/0/8 | 1.000 | 6/2/0 | 0.575
HCAHC-sqrt vs HCM-: | 7/1/0 | 0.025 | 1/7/0 | 0.025 | 6/2/0 | 0.161 | 5/3/0 | 0.889
HCAHC-Rk vs CNN 6/2/0 | 0.036 | 4/4/0 | 0.674 | 8/0/0 | 0.012 | 6/2/0 | 0.208
HCAHC-RE vs RSP3 6/2/0 | 0.161 | 7/1/0 | 0.161 | 8/0/0 | 0.012 | 7/1/0 | 0.123
HCAHC-Rk vs IB2 7/1/0 | 0.025 | 2/6/0 | 0.327 | 3/5/0 | 0.401 | 6/2/0 | 0.161
HCAHC-Rk vs RHC 8/0/0 | 0.012 | 0/8/0 | 0.012 | 0/0/8 | 1.000 | 6/2/0 | 0.161
HCAHC-Rk vs HCM-t | 6/2/0 | 0.161 | 2/6/0 | 0.093 | 6/2/0 | 0.161 | 6/2/0 | 0.263

Table 5.19: Results of the Wilcoxon signed ranks test on the measurements obtained from the
edited data

Methods

ACC CC PC Overall
w/l/t \ Wile. | w/l/t \ Wile. | w/l/t \ Wilc. | w/l/t \ Wilc.
HCAHC-sqrt vs CNN 6/1/0 | 0.043 | 0/7/0 | 0.018 | 7/0/0 | 0.018 | 5/2/0 | 0.310
HCAHC-sqrt vs RSP3 6/1/0 | 0.063 | 3/4/0 | 0.866 | 7/0/0 | 0.018 | 7/0/0 | 0.018
HCAHC-sqrt vs IB2 7/0/0 | 0.018 | 0/7/0 | 0.018 | 2/5/0 | 0.176 | 5/2/0 | 0.310
HCAHC-sqrt vs RHC 7/0/0 | 0.018 | 0/7/0 | 0.018 | 0/0/7 | 1.000 | 5/2/0 | 0.310
HCAHC-sqrt vs HCM-z | 6/1/0 | 0.028 | 1/6/0 | 0.063 | 5/2/0 | 0.237 | 5/2/0 | 0.735
HCAHC-Rk vs CNN 5/2/0 | 0.063 | 3/4/0 | 0.866 | 7/0/0 | 0.018 | 6/1/0 | 0.043
HCAHC-Rk vs RSP3 6/1/0 | 0.128 | 7/0/0 | 0.018 | 7/0/0 | 0.018 | 7/0/0 | 0.018
HCAHC-Rk vs IB2 6/1/0 | 0.028 | 1/6/0 | 0.091 | 2/5/0 | 0.176 | 5/2/0 | 0.063
HCAHC-RKk vs RHC 7/0/0 | 0.018 | 0/7/0 | 0.018 | 0/0/7 | 1.000 | 5/2/0 | 0.063
HCAHC-REk vs HCM-i | 6/1/0 | 0.063 | 5/2/0 | 0.237 | 5/2/0 | 0.237 | 6/1/0 | 0.063
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any condensing or prototype abstraction algorithm. Once again, we executed all experiments
twice, once on the non-edited data and once on the edited data of ENN-rule (with & = 3).

Figure depicts the procedure that we followed during this stage of our experimentation.
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During the classification step, we executed HCA (Algorithm @) Like HCAHC, HCA uses
the Rk parameter. We executed several experiments with different Rk parameter values. In
addition, we built an HCA classifier that uses the empirical rule: Rk = [/|SUDS]|. In all
cases, this rule was proven to be a good choice for the determination of Rk. For that reason,
in Figures 5.27-5.34, we have included only the performance of the HCA classifier that uses
the empirical rule.

Additionally to the performance of HCA, Figures 5.27-5.34 present the performance mea-
surements obtained by the four DRTs (i.e., application of the £-NN classifier on their condens-
ing sets). In this way, we can easily conclude whether the SUDS method can improve the
performance of data reduction. Finally, for each method and dataset, we used the k parameter

that achieved the highest classification accuracy.

Preprocessing performance SUDS construction constitutes an extra preprocessing step that
is applied after the construction of condensing sets (see Figure 5.26). Thus, additionally to the
cost shown in Tables and .15, the total preprocessing cost involves the cost overhead
of SUDSCA execution. Table shows the preprocessing overheads for each DRT on the
non-edited and edited training sets.

The preprocessing cost overheads depend on the size of each condensing set. RSP3
achieved the lowest reduction rates, and so, it involves the highest overhead. In contrast,
RHC achieves the highest reduction rates and thus it involves a small overhead. In all cases,
overheads added by SUDSCA are almost insignificant. Considering that the preprocessing is
executed only once, the small preprocessing overhead does not constitute a problem in real
life data mining applications. Actually, efficient data preprocessing implies fast predictions

during the classification step.

Classification performance Figures 5.27-5.34 show the performance measurements. Each
figure presents two diagrams, one for the non-edited datasets and one for the edited datasets.
The diagrams show the performance of the four DRTs when using or not using the SUDS
method. Each diagram shows the performance of eight classifiers, two for each DRT: (i) k-NN
classifier over its condensing set, (ii) HCA that uses the empirical rule over SUDS.

As we anticipated, the HCA classifier performed better than the £-NN classifier over con-
densing sets. An HCA classifier avoids a large number of distance computations and, at the

same time, keeps the classification accuracy as high as the £-NN classifier. This happens be-
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Table 5.20: Experimental results: preprocessing overhead of SUDSCA on condensing sets (mil-
lions of distance computations)
Non-edited data Edited data
CNN | IB2 | RSP3 | RHC | CNN | IB2 [ RSP3 | RHC
LIR 2.777 | 2.158 | 8.489 | 1.512 | 1.688 | 1.478 | 7.425 | 1.072
MGT 1.375 | 0.914 | 1.577 | 0.802 | 0.220 | 0.159 | 0.358 | 0.131
PD 0.072 | 0.045 | 0.218 | 0.035 | 0.043 | 0.034 | 0.161 | 0.025
LS 0.208 | 0.122 | 0.333 | 0.076 | 0.054 | 0.042 | 0.104 | 0.025
SH 0.061 | 0.052 | 0.183 | 0.035 | 0.034 | 0.028 | 0.134 | 0.024
TXR 0.071 | 0.054 | 0.243 | 0.043 | 0.038 | 0.035 | 0.264 | 0.032
PH 0.102 | 0.080 | 0.144 | 0.083 | 0.032 | 0.025 | 0.055 | 0.024
KDD 0.323 | 0.247 | 0.624 | 0.285 - - - -

| Avg. [ 0.624 | 0.459 | 1.477 | 0.359 | 0.301 | 0.257 | 1.215 | 0.190

Dataset

cause HCA avoids the distance computations between a new item and items that have been
assigned to distant clusters. The performance improvements are significant in both edited and
non-edited data. However, they are higher in the case of the non-edited data.

For RSP3, the cost gains are higher than those of the other two methods. For instance, in
the cases of the LIR, PD, SH, TXR datasets, the class labels of the testing items were predicted
four or three times faster. The performance improvements for CNN-rule and RHC are not as
high but they deserve to be mentioned.

A final comment: SUDS classification method is able to significantly speed-up the pre-
dictions of the class labels without loss of accuracy when it is applied on data stored in the
condensing set built by DRTs by adding a small cost overhead during the preprocessing phase.

This approach is appropriate when extremely fast classification is required.

5.4.5 Conclusions

In this section, we presented and evaluated a new classification method. The motivation of
our work was the development of a non-parametric method that has low pre-processing cost
and is able to classify new items fast and with high accuracy.

We presented an efficient classification method that includes a non-parametric fast pre-
processing algorithm that builds a two-level data structure, and a classifier that makes predic-
tions by accessing this structure. In addition, based on the same motivation, we applied the

proposed classification method on data stored in the condensing sets constructed by DRTs.
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The goal of this adoption is to improve the performance of such techniques. The proposed
HCAHC and HCA classifiers are parametric since they use parameter Rk (number of clus-
ter representatives to use in a first level search). However, we demonstrated that Rk can
be automatically determined and render the proposed classification method non-parametric.
Experimental results based on eight datasets showed that the proposed method achieved the

aforementioned goals.
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Chapter 6

Additional research tasks and

experimentation

6.1 Introduction

This chapter presents enhancements of existing speed-up methods as well as some additional

research tasks and experimentations.

Section .4 focuses on fast time-series classification. It presents an experimental study
where known non-parametric prototype abstraction and condensing algorithms are evaluated
on time-series data [[104, 103]. In effect, it proposes the adoption of “general-purpose” Data

Reduction Techniques (DRTs) for fast time-series classification.

Section p.3 deals with the Prototype Selection by Clustering (PSC) algorithm [86, 85, 87]. It
is a recently proposed condensing algorithm whose goal is the fast generation of the condens-
ing set (i.e., low preprocessing cost) rather than high reduction rates. However, the section
demonstrates that the reduction rate and the classification accuracy achieved by PSC can be

improved by generating a large number of clusters [93].

In Section .4, an extensive experimental study of the Hwang and Cho cluster-based
method [62] is presented [100]. The effectiveness of the particular method is based on the
adjustment of three parameters. The results of the study illustrate that if the parameters are

carefully defined, one can obtain better classification performance than that shown in [62].
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6.2 Applying general-purpose data reduction techniques for

fast time-series classification

6.2.1 Time-series classification

The classification methods that are based on similarity search have been proven to be effective
for time-series data analysis. More specifically, the one-nearest neighbour (1-NN) classifier is
a widely-used time-series classification approach. It has been adopted in many time-series
classification systems because of its simplicity and effectiveness. However, its efficiency de-
pends on the size of the training set as well as on data dimensionality. For large and high
dimensional time-series training sets, the high computational cost involved renders the appli-
cation of such classifiers prohibitive. Of course, time-series classification performance can be
improved through indexing, representation and/or data reduction.

Indexing accelerates classification, but, as already mentioned, works well only in low di-
mensionality spaces. Thus, one must first use a dimensionality reduction technique to acquire
a representation of the original data in lower dimensions. A representation may be consid-
ered as a transformation technique that maps a time-series from the original space to a feature
space, retaining the most important features. There have been several time-series represen-
tations proposed in the literature, mainly for the purpose of reducing the intrinsically high
dimensionality of time-series [36].

Data reduction has recently been exploited for fast time-series classification. More specifi-
cally, [19] and [134] propose prototype selection algorithms for speeding-up 1-NN time-series
classification. The main disadvantage of these methods is that they are parametric. The user

must define the size of the condensing set by trial-and-error.

6.2.2 Motivation and contribution

The work presented in this section has been motivated by the following two observations:
(i) to the best of our knowledge, state-of-the-art non-parametric condensing and prototype
abstraction algorithms have not been evaluated neither on original time-series nor on their
reduced dimensionality representations, and, (ii) prototype abstraction algorithms that we

have proposed (RHC, AIB2) have not been evaluated on time-series data.
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The contribution of this section is the experimental evaluation of two condensing algo-
rithms, namely, CNN-rule and IB2, and three prototype abstraction algorithms, namely, RSP3,
RHC and AIB2. The algorithms are evaluated both against original time-series datasets and
their reduced dimensionality representations. Section presents the experimental setup
and the results obtained.

Our study adopts the Piecewise Aggregate Approximation (PAA) [70, 137] time-series rep-
resentation method. The goal is to investigate the degree to which classification accuracy gets
affected when applying data reduction on dimensionally reduced time-series. PAA is an ef-
fective and very simple dimensionality reduction technique that segments a time-series into A
consecutive sections of equal-width and calculates the corresponding mean for each section.

The series of these means is the new representation of the original data.

6.2.3 Experimental study
Experimental setup

The five DRTs were evaluated on seven known time-series datasets distributed by the UCR
time-series classification/clustering websitel. Table b.1 summarizes on the datasets used. All
datasets are available in a training/testing form. We merged the training and testing parts and
then we randomized the resulting datasets. No other data transformation was performed. The
similarity measure we used was the Euclidean distance. Please note that the aforementioned
techniques and the datasets presented in Table .1 are available on WebDRE (see Appendix [4)).

We report on the experiment we conducted with a certain value for the parameter of the
PAA representation. We applied the PAA representation on time-series by setting the number
of dimensions equal to twelve (h = 12). Most of the research work provides experimental
results with values of & ranging from 2 to 20. We found that lower values of 4 have a negative
effect on the classification accuracy, whereas higher values produce time-series that cannot be
efficiently indexed by multi-dimensional indexing methods. Hence, we decided to use h = 12.

All experiments were run twice, once on the original time-series and once on their 12-
dimensional representations. By this way, we wanted to test how the combination of data
reduction and dimensionality reduction affects the performance of 1-NN time-series classifi-

cation.

Thttp://www.cs.ucr.edu/~eamonn/time_series_data/
Zhttps://ilust.uom.gr/webdr
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Table 6.1: Time-series datasets description
’ Time-series dataset ‘ Size (time-series) ‘ Length (Attributes) ‘ Classes ‘

Synthetic Control (SC) 600 60 6
Face All (FA) 2250 131 14
Two-Patterns (TP) 5000 128 4
Yoga (YG) 3300 426 2
Wafer (WF) 7164 152 2
Sweadish Leaf (SL) 1125 128 15
CBF 930 128 3

We evaluated the five DRTs by estimating four measurements, namely, accuracy, classifi-
cation cost, reduction rate, and, preprocessing cost. The cost measurements were estimated by
counting the distance computations multiplied by the number of time-series attributes (time-
series length). Of course, the reduction rate and classification cost measurements relate to
each other: the lower the reduction rate, the higher is the classification cost. However, classi-
fication cost measurements can express the cost introduced by the dimensionality of data. We

report on the average values of these measurements obtained via five-fold cross-validation.

Experimental measurements

Tables .4 and b.3 presents the experimental measurements. Table .4 presents the results
obtained on the original datasets while Table presents the results obtained on the 12-
dimensional representations of the datasets we got after applying PAA on them. Both tables
present the measurements obtained by applying the 1-NN classifier on the non-reduced data
(conventional 1-NN). Each cell of the table contains the four measurements obtained by first
applying a DRT on the original or 12-dimensional time-series datasets (preprocessing step)
and then by using 1-NN on the resulting condensing set (classification step). The cost mea-
surements are in million distance computations. The preprocessing cost measurements do not
contain the small cost overhead introduced by PAA execution. Actually, this cost is almost

insignificant.

It is noted that 1-NN classification on the 12-dimensional datasets is very fast. In most
cases, the preprocessing and classification cost are extremely low, while classification accuracy

remains at high, acceptable levels. Therefore, a first conclusion is that one can obtain efficient
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Table 6.2: Experimental results on the original datasets: Accuracy (Acc (%)), Classification
Cost (CC (millions of distance computations)), Reduction Rate (RR(%)) and Preprocessing Cost
(PC (millions of distance computations))

Original dimensionality

Dataset | Conv. 1-NN | CNN | IB2 | RSP3 | RHC | AIB2
Acc: 91.67 90.17 89.00 98.33 98.67 | 99.83

SC CC: 3.46 0.67 0.53 1.38 0.09 0.34
RR: - 80.50 84.67 60.08 97.29 | 90.13

PC: - 7.77 1.31 16.22 2.39 1.14

Acc: 95.07 91.60 91.02 | 95.46 93.02 | 92.94

FA CC: 106.11 19.87 18.38 51.65 12.93 | 16.08
RR: - 81.28 82.68 51.32 87.81 | 84.84

PC: - 216.36 | 48.96 | 533.70 | 140.41 | 43.27

Acc: 98.50 94.68 93.60 98.10 93.72 | 97.06

TP CC: 512.00 85.66 76.83 | 243.51 | 55.50 | 61.88
RR: - 83.27 85.00 52.44 89.16 | 87.92
PC: - 1169.75 | 205.95 | 2085.42 | 150.49 | 177.88

Acc: 93.76 91.58 89.55 92.85 90.94 | 90.49
YG CC: 742.26 138.56 | 108.92 | 229.82 | 93.85 | 100.26
RR: - 81.33 85.33 69.04 87.36 | 86.49
PC: - 1854.74 | 254.41 | 4072.30 | 162.61 | 240.73

Acc: 99.87 99.69 99.62 99.82 99.55 | 99.65

WE CC: 1248.30 13.59 11.72 26.88 9.37 9.71
RR: - 98.91 99.06 97.85 99.25 | 99.22

PC: - 165.88 | 31.42 | 7196.75 | 63.69 | 25.78

Acc: 52.36 49.87 48.18 52.00 52.80 | 51.56

SL CC: 25.92 15.94 14.80 19.00 12.80 | 14.65
RR: - 38.51 42.89 26.69 50.60 | 43.49

PC: - 112.17 | 31.39 | 1537.07 | 57.01 | 31.02

Acc: 98.39 98.17 97.63 99.78 | 98.60 | 99.68

CBF CC: 17.71 1.29 1.15 1.97 0.40 0.59
RR: - 92.74 93.49 38.87 97.74 | 96.67

PC: - 15.06 3.50 78.48 7.26 2.01

Acc: 89.94 87.97 86.94 | 90.91 89.62 | 90.17

Avg CC: 379.40 39.37 33.19 82.03 26.42 | 29.07
RR: - 79.51 81.87 63.76 87.03 | 84.11

PC: - 505.96 | 82.42 | 2217.13 | 83.37 | 74.55
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Table 6.3: Experimental results on the datasets with 12 dimensions: Accuracy (Acc (%)), Clas-
sification Cost (CC (millions of distance computations)), Reduction Rate (RR (%)) and Prepro-
cessing Cost (PC (millions of distance computations))

12 dimensions

Dataset | Conv. 1-NN \ CNN \ IB2 \ RSP3 \ RHC \ AIB2
Acc: 98.50 97.00 | 95.83 | 98.83 | 98.17 | 98.50

sC CC: 0.69 0.06 0.05 0.12 0.03 0.03
RR: - 90.75 | 93.13 | 82.96 | 95.75 | 95.13

PC: - 0.89 0.13 3.45 0.52 0.10

Acc: 87.91 83.78 | 82.31 | 87.07 | 84.49 | 84.36

FA CC: 9.72 2.89 2.53 4.80 2.08 2.22
RR: - 70.23 | 74.01 | 50.58 | 78.59 | 77.21

PC: - 30.36 5.95 5091 | 13.16 | 5.30

Acc: 97.56 93.52 | 91.38 | 96.66 | 94.34 | 94.48

TP CC: 48.00 8.22 6.86 20.42 6.69 5.39
RR: - 82.89 | 85.72 | 57.45 | 86.06 | 88.77

PC: - 103.86 | 17.34 | 196.00 | 17.63 | 14.56

Acc: 92.36 90.39 | 88.03 | 91.03 | 90.03 | 89.67

YG CC: 20.91 441 3.50 6.71 3.13 3.12
RR: - 78.91 | 83.26 | 67.90 | 85.02 | 85.06

PC: - 52.23 8.04 | 110.56 | 4.26 7.30

Acc: 99.79 99.62 | 99.51 | 99.40 | 99.25 | 99.50

WF CC: 98.55 1.21 1.01 1.86 1.01 0.99
RR: - 98.77 | 98.97 | 98.11 | 98.97 | 99.00

PC: - 15.63 2.57 | 495.63 | 4.64 2.44

Acc: 52.62 49.07 | 48.62 | 51.20 | 51.20 | 49.78

SL CC: 2.43 1.54 1.37 1.78 1.32 1.35
RR: - 36.76 | 43.67 | 26.69 | 45.69 | 44.40

PC: - 11.33 2.86 56.00 4.99 2.84

Acc: 100.00 99.57 | 99.35 | 99.68 | 99.57 | 99.46

CBF CC: 1.66 0.06 0.06 0.12 0.04 0.04
RR: - 96.34 | 96.56 | 92.63 | 97.47 | 97.55

PC: - 0.66 0.19 7.32 0.70 0.14

Acc: 89.82 87.57 | 86.43 | 89.12 | 88.15 | 87.96

Avg CC: 25.99 2.63 2.20 5.12 2.04 1.88
RR: - 79.24 | 82.19 | 68.05 | 83.94 | 83.87

PC: - 30.71 5.30 | 13144 | 6.56 4.67
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and effective time-series classifiers by combining prototype selection or abstraction algorithms

with time-series dimensionality reduction representations.

It is worth mentioning that the three prototype abstraction algorithms, RSP3, RHC and
AIB2, achieved higher classification accuracy than the conventional 1-NN. In the case of the SC
dataset, accuracy improvement was very high. Almost in all cases, RSP3 achieved the highest
accuracy. However, it is the slowest method in terms of both preprocessing and classification
cost (RSP3 had the lowest reduction rates). The high preprocessing cost measurements are

attributed to the costly procedure for finding the most distant items in each created subset

(see Subsection for details).
RHC, AIB2 and IB2 had much lower preprocessing cost than the other two methods. This

happened because IB2 and AIB2 are one-pass algorithms and RHC is based on a version of
k-means that is sped-up by the class mean initializations (see Subsection for details). In
addition, RHC builds the smallest condensing sets. In all cases, RHC achieved higher reduction
rates than the other DRTs. Thus, the corresponding classifiers had the lowest classification

costs.

The classification accuracy achieved by RHC was usually higher than IB2 and CNN-rule
and as high as AIB2. In some cases, RHC and AIB2 were more accurate than RSP3. Considering
the above, one may conclude that, since RHC and AIB2 deal with all comparison criteria, they
are efficient and effective speed-up methods for time-series data. Finally, the experimental
results illustrate that AIB2 is an efficient variation of IB2. In all cases, AIB2 achieves higher

performance than IB2.

None of the algorithms can be said to comprise the best speed-up choice. If classification
accuracy is the most critical criterion, RSP3 may be preferable. On the other hand, if fast
classification and/or fast construction of the condensing set are more critical than accuracy,
RHC or AIB2 may be a better choice.

6.2.4 Conclusions

Efficient and effective time-series classification is an open research issue that has attracted the
interest of the data mining community. This section proposed the use of non-parametric state-
of-the-art prototype selection and abstraction algorithms for efficient and effective time-series

classification.
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The experimental study conducted demonstrates that by combining prototype selection or
abstraction algorithms with dimensionality reduction, one can obtain accurate and very fast
time-series classifiers. In addition, the study reveals that prototype abstraction algorithms are
preferable to prototype selection algorithms when applied on time-series data. The prototype
abstraction algorithms examined in the study can achieve accuracy higher than the conven-

tional 1-NN classifier.

6.3 Fast and accurate k-NN classification using prototype se-

lection by clustering

6.3.1 Motivation and contribution

Prototype Selection by Clustering (PSC) is a condensing algorithm that has been recently pro-
posed by Lopez et al. [86, 85, 87]. Its main goal is the fast construction of the condensing set
(low pre-processing cost). High reduction rate and classification accuracy continue to be de-
sirable but constitute secondary goals. PSC is based on cluster generation. The main goal of
PSC is achieved by the creation of a small number of clusters for each class.

The motivation of the work presented in this section is to examine (a) whether the creation
of a larger number of clusters can improve the classification accuracy and the reduction rate
of PSC algorithm, and, (b) how the goal of low pre-processing cost gets affected. The contribu-
tion is an extensive experimental study that compares our improved version of PSC [93] with
two state-of-the-art DRTs, the condensing algorithm CNN-rule and the prototype abstraction
algorithm RSP3.

The rest of this section is organised as follows. Subsection presents the PSC algo-
rithm and explores how the construction of multiple clusters can improve its performance.
Subsection presents the experimental results, and Subsection concludes the section.

6.3.2 Prototype Selection by Clustering

PSC achieves the goal of the low preprocessing cost by creating a small number of clusters
by using the fast and well-known k-means clustering (see Subsection 2.4). In effect, it tries to

keep the close-class-border items as well as some items that lie in non-close-border data area.
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PSC is based on the following simple idea: homogeneous clusters (i.e., clusters that contain
items of a specific class) contain items that lie in non-close-border data areas. On the other
hand, non-homogeneous clusters contain close-border items. Initially, PSC uses k-means clus-
tering in order to partition the training data into clusters. For each homogeneous cluster, the
nearest to the cluster mean item is put in the condensing set as prototype. For each non-
homogeneous cluster, the items that define the decision boundaries are placed into the con-
densing set.

More formally, PSC, initially, creates |C| clusters, C; where i = 1,2,...,|C|. For each
homogeneous cluster C;, PSC places the nearest item p € C; to the cluster mean in the con-
densing set. This item is the prototype that represents the whole data area of that cluster and is
called non-border prototype. For each non-homogeneous cluster C;, PSC chooses a set of pro-
totypes as follows: Initially, it finds the majority class T} in C;. Then, for each item p; € T;,
i # M, it puts in the condensing set the item p;; € T that is the nearest to p; € T;. Also, it
puts in the condensing set, item p, € 7; that is the nearest to py; (pc, may be different than
p;)- The prototypes collected from a non-homogeneous cluster are called border prototypes.

The PSC routine is summarized in Figure f.1. Initially k-means clustering identifies four
clusters in the training data. Clusters A and D are homogeneous. For these clusters, PSC
keeps the nearest items to the cluster means as non-border prototypes. They represent the
corresponding clusters data area. On the other hand, Clusters B and C' are non-homogeneous.
Thus, PSC analyses the items of the clusters and keeps only the border prototypes by applying
the methodology described in the previous paragraph.

Of course, the selected number of border and non-border prototypes depends on the num-
ber of clusters that are initially created (|C/). The higher the |C| value, the more homogeneous
clusters are generated and the more non-border prototypes are collected. In contrast, the larger
the clusters, the more border prototypes selected and the lower reduction rate achieved. Lopez
et al. considered a small number of clusters in order to achieve fast execution of the algorithm.
In particular, in their experiments [86], they built only r x j, j = 2,4, -- -, 10, clusters, where
r is the number of discrete classes. We claim that a larger number of clusters could improve
the classification performance in terms of classification accuracy and reduction rate.

It is worth mentioning that the input parameter of PSC does not allow the user to control
the size of the condensing set (number of prototypes). The parameter concerns the number
of the clusters that will be created. The number of the prototypes collected depends on how

the data is distributed in the data space (level of noise, overlaps between classes, shape of
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Figure 6.1: Prototype Selection by Clustering
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the class data region, etc). Although the condensing set built by PSC does not depend on the
order of items in the training set, the choice of the initial means for k-means clustering affect
the contents of the condensing set. Therefore, different condensing sets built by selecting
different initial means. Please note that an implementation of PSC is available in WebDR (see

Appendix [A)) and can be executed on-line.

6.3.3 Performance evaluation
Experimental setup

We compared the performance of CNN-rule, RSP3 and PSC by applying the £-NN classifier
on the condensing sets they generate. In all cases, we used the k£ value that achieved the
highest classification accuracy. Possible ties during nearest neighbour voting (two or more
classes collecting the same highest number of votes) were resolved by choosing the class of
the nearest neighbour. We should mentioned that the value of the k parameter was not tuned
by the typical tuning procedure that implies that the best parameter value should be obtained
by using only the training set. Since the three algorithms use only the k parameter during the
classification step, for all of them, we simply report the highest accuracy achieved by the %
parameter when it classifies the testing data using the corresponding training data.

We used a five-fold cross-validation schema on six datasets distributed by the KEEL Dataset
Repositoryg[ﬁ]. Thus, we run five training/testing set experiments for each dataset and each
algorithm and we report the averages. Of course, only the training sets was preprocessed by
the algorithms. We used the five already constructed pairs of training/testing splits distributed
by the KEEL repository. The six datasets are summarized in Table p.4. All algorithm runs were
executed on the original datasets, i.e., without normalization. Moreover, we used the Euclidean
distance as the distance metric.

The three algorithms are compared by estimating three metrics: (i) accuracy, (ii) reduction
rate and (iii) preprocessing cost in terms of million distance computations (we counted the dis-
tances computed during the procedure of the condensing set construction). For each dataset,
we present one diagram for each metric. For PSC, we built 24 condensing sets. Each one was
built by using different number of clusters, k = r x C'L clusters, where r is the number of
discrete classes. C'L takes 25 different values: C'L = 2,4, 6,8, 10, 20, - - -, 190, 200. The x-axis

Shttps://ilust.uom.gr/webdr
‘http://sci2s.ugr.es/keel/datasets.php
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Table 6.4: Datasets description

’ dataset ‘ Size ‘ Attributes ‘ Classes ‘
Letter Recognition (LIR) | 20000 16 26
Pen-Digits (PD) 10992 16 10
Landsat Satellite (LS) 6435 36 6
Shuttle (SH) 58000 9 7
Texture (TXR) 5500 40 11
Phoneme (PH) 5404 5 2

of each comparison diagram represents the C'L values. CNN-rule and RSP3 are not parametric

approaches and so their performance is not affected when varying the C'L value.

Experimental measurements

Figures .2-6.7 present the comparison measurements of the three methods on the six datasets.
Each figure includes three diagrams, one for each metric, i.e., accuracy., reduction rate and
preprocessing cost. The accuracy diagrams include one extra curve for the measurements
achieved by the conventional k-NN classifier (Conv-k-NN), i.e., k-NN over the original training

data (without data reduction).

In all cases b.7-6.7, CNN-rule executed faster and achieved higher reduction rate than RSP3.
On the other hand, with the exception of the PH dataset, RSP3 achieved higher accuracy mea-

surements than CNN-rule. In some cases, the accuracy of RSP3 is close to the one of Conv-k-
NN.

With the exception of the PH dataset (Figure b.7), PSC achieves the highest reduction rates
in all datasets when 10 < C'L < 50. This means that the corresponding £-NN classifiers
executed faster than the classifiers built using the rest of the C'L values. In the case of the PH

dataset, reduction rate continues to improve with higher C'L values.

Moreover, in the cases of the LIR (Figure .d), PD (Figure .3), LS (Figure f.4), and TXR
(Figure b.d) datasets, for C'L < 50, the preprocessing cost measurements of PSC were lower
than or close to those of RSP3. In the case of the SH dataset (Figure b.5), which is the largest
one, RSP3 generates its condensing set at an extremely high computational preprocessing

cost. This is the result of the farthest point computations in the subsets created during RSP3
execution (see Subsection .1.4).
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In the cases of the LS (Figure b.4) and SH (Figure [6.5) datasets, PSC could not reach the
accuracy levels of the other two methods, but it was quite close. In all other datasets (Fig-
ures .2, 6.3, b.6, b.7), PSC achieved higher accuracy measurements than CNN-rule and RSP3.
Furthermore, the PSC classifiers with condensing sets built using C'L values greater than ten,
were more accurate and achieved higher reduction rate than those built by lower C'L values
(Lopez et al. case [86]). However, the generation of these condensing sets was an “expensive”
procedure since it computed more distances. For non-dynamic environments, there is no need
for periodical condensing set reconstruction. Thus, we claim that these measurements may not
be so significant since the condensing set is built only once.

We conclude that PSC is an adaptive algorithm that can be used either for fast condensing
set generation but with lower reduction rate and accuracy (this is the scenario presented by
lopez et al.), or for accurate and fast k-NN classification but with “expensive” condensing set

generation. The desirable performance can be achieved by tuning the C'L parameter.

6.3.4 Conclusions

In this section, we compared three known DRTs, namely, CNN-rule, RSP3, and PSC. In addi-
tion, we demonstrated how the creation of a large number of clusters can improve the perfor-
mance of PSC. The experimental measurements derived by a cross-validation schema on six
datasets indicate that PSC can reach and exceed the classification performance of the other
two state-of-the-art algorithms. Therefore, it can be used either when fast execution of the
data reduction procedure is required, or when reduction rate and/or classification accuracy
are more critical than the preprocessing cost. The desirable trade-off between preprocessing
cost and accuracy/reduction rate can be defined by appropriately adjusting the parameter that

defines the number of clusters that will be created.

6.4 An extensive experimental study on Hwang and Cho

method

6.4.1 Motivation and contribution

Hwang and Cho have proposed a cluster-based method for fast £-NN classification [62]. It

is an adaptive approach which provides three parameters. Its effectiveness depends on the
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adjustment of these parameters. Hwang and Cho presented experimental results obtained
by specific parameter values and based on only one dataset. Moreover, they did not use the
Euclidean distance as the distance metric. These observations constitute the motivation of
the work presented in this section. The contribution of this work is an extensive experimen-
tal study on this method. It includes experiments on five datasets using different parameter
values. Also, we use the Euclidean distance as the distance metric.

The rest of this section is organized as follows. Section considers in detail the Hwang
and Cho method and discusses the adaptive schema that it provides. In Section [.4.3, we

present an extensive experimental study based on five datasets. The work concludes in Sec-

tion .

6.4.2 The Hwang and Cho method

The Hwang and Cho method (HCM) is an effective speed-up approach for k-NN classification.
The method is outlined in Algorithms 3 and P4 . During preprocessing, it uses the well-
known k-means clustering (see Section R.4) to find clusters in the training set (7°S) (lines
1-2 in Algorithm R3). Afterwords, each one cluster is divided into two sets that are called
“peripheral set” (ps) and “core set” (¢s). In particular, the cluster items lying within a certain
distance from the cluster mean (centroid) are placed into cs, while the rest, more distant from
the centroid, items are placed into the ps (lines 3-14 in Algorithm @).

When a new item x must be classified (classification step, see Algorithm @), the method
finds the nearest cluster ;. If x lies within the core area of C (line 3), it is classified by
retrieving its k£ nearest neighbours from C; (lines 4,8-10). Otherwise, the £ nearest neighbours
are retrieved from the reference set i formed by the items of the nearest cluster and the
“peripheral” items of the L most adjacent clusters (lines 6,8—10).

If the clusters were not divided and only the items of the nearest cluster were used to
classify the new item (regardless of how distant from the centroid it was), many training items
in the nearby clusters would be ignored. Therefore, Hwang and Cho proposed the use of some
nearby clusters as a safer approach. The main innovation in their method is that it uses only the
peripheral items of these additional adjacent clusters. If all items (not only the peripheral) of
these clusters were used, the classification computational cost would have been much higher.

A key factor of HCM is the determination of the threshold that defines which items will

be core and which peripheral. This is very critical since it determines how many items are
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accessed during classification. Hwang and Cho consider as peripheral items, those whose dis-
tance from the cluster centroid is greater than the double average distance among the items of
each cluster. Consequently, the average distance among the items in each cluster and the cor-

responding cluster centroid must be computed (line 8 in Algorithm 3, line 3 in Algorithm p4).

In this study, we do not use a particular threshold as Hwang and Cho did in their experi-
ments (they used the double average distance). We introduce parameter D to be responsible
for the splitting of the clusters into core and peripheral sets. An item z is placed into the

peripheral set of cluster C, if:
Distance(x, centroidofC) > D x Cyygpist

For example, if D = 1.5, the “peripheral sets” contain items that are more than 1.5 times the
average distance away from the cluster centroid. The determination of D is a critical issue and
it should be made by considering the available number of clusters and the desirable trade-off

between classification accuracy and classification cost.

Another issue that must be addressed is related to the number of clusters that are con-
structed (determination of the k parameter in k-means clustering) and the number of adjacent
clusters that are examined when the new item lies within the peripheral area of the nearest
cluster (L parameter). Hwang and Cho empirically define k¥ = 10 and L = |[Vk] for the

dataset they used in their experimental study.

6.4.3 Performance evaluation

The experimental study was conducted using five datasets distributed by the UCI Machine
Learning RepositoryE [12, 44]. The datasets are presented in Table b.5. The fifth column lists
the k value found to achieve the highest accuracy when using the k-NN classifier to classify
the testing data by scanning the whole training set (conv-k-NN). The computational cost was
estimated by counting the distance computations needed to carry out the whole classification
task. Contrary to Hwang and Cho, we estimated all distances using the Euclidean distance. All
datasets were used without data normalization or any other transformation. Also, in all HCM

experiments, we chose the £ values of the k-NN classifier that achieved highest classification

Shttp://archive.ics.uci.edu/ml/
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Algorithm 23 HCM-preprocessing

Input:7'S, D, k

Output:CLUSTERS
1: initial_means < use the first k items of T'S as initial means
2: CLUSTERS < K—MEANS(T'S, initial_means)
3. for each cluster C € CLUSTERS do

4: Caygpist < Compute the average distance of the items in C' from the corresponding
cluster centroid

5 Cos+— <

6 Cps — @

7:  for eachitemt; in C' do

8 if Distance(t;, Centroid of C') < D X Cyypist then

9 CCS — CCS U {tz}

10: else

11: Cps  Cps U{t;}

12: end if

13:  end for

14: end for

15: return (CLUSTERS)

Algorithm 24 HCM-classification

Input:CLUSTERS, k, D, L

1: for each unclassified item x do

2:

10:

Find L nearest to x clusters (based on clusters centroids), C, Cs, ..., C, where (] is
the nearest, (s is the second nearest and so on
if Distance(z, Centroid of C7) < D X Cyygpis then
R + 01
else
R(—ClLJCQpS UngSU...UCLpS
end if
Retrieve the £ Nearest Neighbours from R
Find the major class (the most common one among the £ Nearest Neighbours)
Classify z to the major class

11: end for
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Table 6.5: Datasets description and performance of the conventional £-NN classifier (Accuracy
(%) and Computational Cost (millions of distance computations))

Dataset Traln/Te.st Attributes|Classes Best  Accuracy Cost
dataset size k (%)
Letter Image Recognition (LIR) | 15000/5000 16 26 4 95.68 75
Magic Gamma Telescope (MGT)| 14000/5020 10 2 12 81.39 | 70.28
Pendigits (PD) 7494/3498 16 10 4 97.89 26.21
Landsat Sattelite (LS) 4435/2000 36 6 4 90.75 8.87
Shuttle (SH) 43500/14500 9 7 2 99.88 [630.75

accuracy. We resolved possible ties during class voting by selecting the class of the nearest
neighbour.

We define L = |v/k| as Hwang and Cho did in their experiment. Concerning the k pa-
rameter that determines the number of clusters that are formed, we built 8 classifiers for each
dataset. Classifier; uses k = | %J clusters, 7 = 1, ..., 8, where n is the number of items in
the training set. Classifier; is based on the rule of thumb that defines £ = L\/gj (78]. We
decided to build classifiers that use low £ values based on the observation that Hwang and
Cho set £ = 10 for a training set with 60919 items. For each classifier, we chose a varying
value for D (1, 1.5, and 2). Thus, we built and evaluated 8 x 3 = 24 classifiers for each dataset.

In Figures b.8-p.13, for each dataset, the performance of the most accurate classifiers for
a given cost are presentedE. The figures do not present the performance of conv-k-NN that is
mentioned in Table b.5. In particular, in Figures b.§-6.19, the classifiers built by the three D
values (1, 1.5 and 2) are compared to each other.

For the first three datasets (Figures6.8-.10), the classifiers built for D = 1 seem to perform
better than the ones built for D = 1.5 and D = 2. In the cases of the LIR and MGT datasets, the
superiority of the classifiersp_; is obvious. In the case of the LIR dataset, the two classifiersp—_;
presented in Figure b.g are build by setting k& = L\/H’z@j =86, L = |V/86] =9and k =

[\/35$2] = 21, L = [V/21] = 4, respectively. In the MGT dataset, the parameter values of
the most accurate classifier are D = 1, k = 59 and L = 7. Finally, in the PD dataset, the

fastest and slowest classifierp—; is built by setting k = 61 and & = 15 respectively.
For the LS and SH datasets (Figure — b.12) there is not a dominant D parameter value

in terms of performance and accuracy. In the LS dataset, the most accurate classifier is built

?Detailed experimental results available at:http://users.uom.gr/~stoug/RSRM.zip
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by setting D = 1 and k = 16, while the fastest classifier that achieves an accuracy value over
89.2% is built using D = 1.5 and £ = 23. In the SH dataset, the results are more confusing,.
This is because the SH dataset is an imbalanced (skewed) dataset (approximately 80% of the
items belong to one class). However, in the SH dataset, all classifiers presented in Figure

manage to achieve higher accuracy than that of the conv-£-NN.

6.4.4 Conclusions

In this section, we presented an extensive experimental study on the Hwang and Cho method.
In all experiments we used the Euclidean distance. The classification performance of the
method depends on the determination of £ (number of clusters built) and D parameters. In
all cases, they should be adjusted by taking into consideration the application domain and the
desirable trade-off between classification accuracy and classification cost. The experimental
measurements indicate that if accuracy is more critical than cost, low D and high k and L
values (e.g. D = 1) lead to an efficient classification method. On the other hand, if cost is

more critical than accuracy, higher D and lower k and L values may be more appropriate.

186



m D=2 «D=15 ¢ D=1

95,00

94,50

94,00

Accuracy

93,50 W

93,00
1 2 3 4 5 6 7 8 9 10 11 12 13

Computations (in millions)

Figure 6.8: LIR (Accuracy and Computational Cost)

81,40 N
81,30
81,20
81,10 L]

81,00 »

Accuracy
n

80,90

80,80

80,70 o)
[ ]

80,60
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Computations (in millions)

Figure 6.9: MGT (Accuracy and Computational Cost)

98,00
*

97,80
: . . "
' .

97,60
97,40 o

97,20

Accuracy

© ©
k2 N
@ o
o o

96,60
96,40
96,20 o
96,00

0,5 1 1,5 2 25 3 35 4 45
Computations (in millions)

Figure 6.10: PD (Accuracy and Computational Cost)

187



mD=2 «D=1.5 ¢ D=1
89,80
89,60
89,40
89,20
89,00

88,80 e *

Accuracy

88,60
88,40
88,20

88,00
3 4 5 6 7 8 9 10

Computations (in hundred thousands)

Figure 6.11: LS (Accuracy and Computational Cost)
99,910 <] .
99,905
99,900

99,895

Accuracy

99,890 u 4]
99,885

99,880
0 10 20 30 40 50 60

Computations (in millions)

Figure 6.12: SH (Accuracy and Computational Cost)

188



Chapter 7
Conclusions and future work

Improving the performance of the k-NN classifier is an active research problem. In the con-
text of this problem, the dissertation introduced various algorithms and techniques as well as
enhancements for existing methods. The proposed approaches can effectively deal with the
drawbacks and the weaknesses of the classifier. The main findings and contribution of the

conducted research are summarized below and directions for future work are suggested.

A major part of the dissertation deals with the concept of data reduction for efficient and
effective £-NN classification. In that context, the dissertation presented novel Data Reduction
Techniques (DRTs) as well as improvements and experimentations for existing techniques. In
Chapter [, the family of DRTs based on homogeneous clusters and the corresponding exper-
iments were presented in detail. The family includes four algorithms, namely, RHC, dRHC,
EHC, and, ERHC. Although each algorithm aims to a specific goal, they all follow the com-
mon strategy of forming homogeneous clusters (clusters that contain items of a specific class).
Main motives behind the four algorithms constitute the fast and non-parametric (indepen-
dent of tuning parameters via trial-and-error procedures) preprocessing of the training set.

Certainly, high accuracy and reduction rates are also important goals.

RHC is a simple “general purpose” prototype abstraction algorithm that achieves high
performance. dRHC is an incremental variation of RHC. It incrementally constructs its con-
densing set. Consequently, dRHC is appropriate for dynamic / streaming domains where new
training data is gradually available. Moreover, dRHC effectively manages large datasets that
can not fit in main memory and/or it can be executed on devices with limited main mem-

ory (e.g., sensor devices). EHC is an editing algorithm. It aims to improve the quality of the
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training data - and as a consequence the classification accuracy - rather than speeding-up clas-
sification. This is accomplished through fast and non-parametric preprocessing that removes
outliers and noisy, mislabelled and close-border training items. Last but not least, ERHC is
a simple variation of RHC that integrates the idea of EHC editing. Therefore, it can achieve
high reduction rates regardless the level of noise in the training data and requiring as high
preprocessing cost as RHC.

In Chapter | two prototype abstraction algorithms were presented. First, a prototype ab-
straction variation of the IB2 condensing algorithm [5, 4], called AIB2, was investigated. AIB2
inherits all the properties of IB2 but achieves improved classification performance. It is based
on the idea of re-positioning prototypes in order to lie in the center of the data area they repre-
sent. Then, a noise-tolerant prototype abstraction algorithm was presented. It was shown that
a condensing set that stores only the means of the clusters built by k-means clustering [79, 133]
iteratively executed on the set of training items belonging to each class contributes toward
noise tolerance during the classification process.

Research on data reduction also occupies two sections of Chapter . Section .3 introduced
improvements for the recently proposed PSC condensing algorithm [86, 85, 87]. In particular,
it demonstrated that the performance of PSC can be improved if a high number of clusters is
built during preprocessing. Section .4 demonstrated that typical non-parametric DRTs can
be effectively applied on time series data. The experimental study on several times-series
datasets showed that the prototype abstraction algorithms can achieve even higher accuracy
than the conventional k-NN classifier. Furthermore, in Section p.4.3, we presented a simple
cluster-based method that improves the performance of DRTs by skipping redundant distance
computations, between unclassified items and prototypes that lie far from them during the
classification step. The proposed method performs classification tasks faster than DRTs, with-
out loss of accuracy and by requiring an extremely small extra preprocessing overhead.

WebDRE (see Appendix [A) is also a contribution of the dissertation. It allows users to exe-
cute data reduction experiments on-line via an interactive web interface. All the contributed
DRTs as well as the DRTs that have been implemented for comparison purposes during the
PhD research have been integrated in the particular web application. All the conducted ex-
periments related to data reduction can be verified using WebDR.

In Chapter B, hybrid methods for fast and accurate k-NN classification were presented.

The methods do not reduce the size of the training data since they require that training items

'https://ilust.uom.gr/webdr
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are always available. In effect, the proposed methods combine different speed-up approaches
in order to accelerate the classification. Initially, we introduced a hybrid classifier and two
variations that combine the conventional k£-NN and the minimum distance [38] classifiers.
The main advantage is that the proposed classifiers are model free, i.e., they do not require
expensive preprocessing on the training data. Then, a classification method that combines the
idea of data reduction with that of cluster-based methods was proposed. The method consists
of a preprocessing algorithm that builds a two-level data structure and efficient algorithms
that access this structure in order to perform fast and accurate classification. Finally, a hybrid,
non-parametric method that extends the aforementioned idea was presented. It is based on
forming homogeneous clusters and constructing a speed-up data structure.

In Section b.4, we proposed enhancements for the Hwang and Cho method [62]. We
demonstrated that if the input parameters are carefully determined, one can obtain better
classification performance than the one achieved in the study of Hwang and Cho.

In all cases, the proposed algorithms were experimentally evaluated on known datasets and
compared to popular speed-up methods. In addition, in many cases, the experimental results
were statistically validated using the Wilcoxon signed ranks test. Through the experimental
studies, we demonstrated that the proposed algorithms satisfied the goals for which they had
been developed and led to improved classification tasks.

The challenge of big data has emerged new research directions in the context of £-NN
classification. Traditional algorithms and techniques for efficient and effective £-NN classifi-
cation fail to manage fast and/or large data streams [[1] with or without concept drifts [125] and
complex data (imbalanced datasets, items that belong to more than one classes, etc). Hence,

directions for future work could be:

« Development of non-parametric one-pass DRTs that take into account the phenomenon

of concept drift that may exist in data streams.

« Enhancements and modifications on existing algorithms and techniques so that they can

cope with large and fast data streams (with or without concept drift).
« Parallel implementations of DRTs for fast construction of condensing sets.

« Development of DRTs that can be applied in complex problems such as multi-label clas-
sification [[124, 20].
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« DRTs for imbalanced training data (e.g. reduction rates according to the size of each
class, avoidance of rare class item reduction, oversampling of rare and weak classes,
etc).
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Appendix A

WebDR: A Web workbench for Data

Reduction

A.1 System description

All contributed Data Reduction Techniques (DRTs) (i.e., RHC, dRHC, EHC, ERHC, AIB2, REM)
as well as the DRTs that were coded and used for comparison purposes during the experimental
studies (i.e., CNN-rule, IB2, RSP3, PSC, ENN-rule, All-k-NN, Multiedit) have been integrated
in a web application, which we call WebDR (Web workbench for Data Reduction) [99]. In
effect, WebDR offers all DRTs implemented in the context of the dissertation available on-line.
The motivation behind its development was the absence of software that allows execution of
k-NN classification through data reduction over the web.

More specifically, WebDR allows the users to plan and run experiments and measure the
classification performance through an interactive web interface over several known datasets
distributed by the KEEL? [6] or/and the UCH [[12, 44] dataset repositories and time-series
datasets distributed by the UCR time-series classification/clustering websitell. All the avail-
able datasets can be explored in detail using the “dataset explorer” tool that is available in
WebDR (see Figure [A.2). The performance of DRTs is evaluated by measuring the three crite-
ria presented in Subsection [.1.1].

Thttps://ilust.uom.gr/webdr
Zhttp://sci2s.ugr.es/keel/datasets.php
Shttp://archive.ics.uci.edu/ml/
‘http://www.cs.ucr.edu/~eamonn/time_series_data/
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All the possible preprocessing types presented in Subsection can be executed by
WebDR (see Figure R.1). The main page of the application offers four links (see Figure [A.1)).
Each one leads to the corresponding type of preprocessing. The reported performance mea-
surements are averages obtained via five-fold cross-validation. All datasets built during pre-
processing are available to the users in a five-fold form (five pairs of training and testing sets).
They can be downloaded and used by the user locally. Of course, the number of the nearest
neighbours and the DRT specific parameters (if any) can be adjusted through the interface.
Note that WebDR adopts the Euclidean distance as the distance metric.

Currently, WebDR is hosted on a Debian GNU/Linux server with two 64-bit Quad-Core
CPUs and 2GB of main memory. All algorithms were coded in C. The web interface was de-
veloped using PHP (server-side programming) and html/CSS and javascript (client-side pro-
gramming). The executable binaries of the implemented algorithms are located and executed
on the server.

WebDR aspires to support teaching and research on data reduction. We consider that it
can be used by the academia for educational and experimental purposes. In the future, we
plan to integrate more DRTs and datasets in WebDR. Moreover, we will develop a mechanism

that will allow users to run experiments on their own datasets.

A.2 Case study

The screen-shots presented in Figures [A.1- [A. demonstrate a case study of an experiment
through WebDR. More specifically, the figures present a complete data reduction preprocess-
ing procedure, i.e., successive application of editing and data abstraction, over the Landsat
satellite dataset (see Figure [A.9), the application of the k-NN classifier (with k=1) on the con-
densing set built and the corresponding performance results. ENN-rule with k£ = 3 is utilized
for editing and RHC is used for data abstraction. Please note that the successive execution of
both types of preprocessing is not mandatory. WebDR allows the execution of only editing
or data condensing / abstraction during preprocessing. Of course, only classification (without

preprocessing) is also offered (see Figure [A.1)).
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WebDR: A Web Workbench for Data Reduction

Hnsta.d by:
Dataset explorer Read more... \ =
KEEL UCT
UCR k-Nearest Neighbour Classification Read more...
Data Reduction | k-Nearest Neighbour Classification Read more...
Editing | k-Nearest Neighbour Classification Read more...

Editing | Data Reduction | k-Nearest Neighbour Classification Read more...
stoug@uom.gr

© 2013-2014. Developed by

Figure A.1: Initial page of WebDR

WebDR: A Web Workbench for Data Reduction

Dataset explorer

Experimental measurements for

Select dataset Landsat_Satellite dataset

Balance =

Banana Dataset files

CBF Fold=1|Training set Testing set|

Ecoli-r Fold=2|Training set Testing set

Face All Fold=3|Training set Testing set|
Fold=4|Training set| Testing set|
Fold=5|Training set Testing set

Landsat_Satellite_noise10
Letter_Image_Recognition |-

Output for Train set of Fold 1|Output for Test set of Fold 1
MONK2 explore the dataset |
Magic_Gamma_Telescope Classes: 6 Classes: 6
Pendigits Attributes: 36 Attributes: 36
Phoneme Data counter: 5148 Data counter: 1287
g.h"”er"ef"m‘em Classes distrib Classes distribution
e Class|Number of items| Class|Number of items|

Shuttle = 0 1226 0 307
Swedish_Leaf 1 560 1 141
Synthetic_Control > 1087 > 71
Texture 3 501 3 125
Two_Patterns = 4 565 @ 142

5 1207 5 301

back

© 2013-2014. Developed by

Figure A.2: Dataset explorer tool: Exploration of the Landsat Satellite dataset

195



WebDR: A Web Workbench for Data Reduction

Editing | Data Reduction | k-Nearest Neighbour Classification

Select dataset
Balance =
Banana
CBF
Ecoli-r
Face_All elect metho:

KD gdata AlIKNN  H
Landsat_Satellite EHC
Landsat_Satellite_noise10 EHC2 Method's Parameter (If any):

Letter_Image_Recognition | EN 3

MONK2 » Multiedit » +Read me
Magic_Gamma_Telescope

Pendigits Build edited set |

Phoneme
Phoneme_noise10
Pima |
Shuttle
Swedish_Leaf
Synthetic_Control
Texture
Two_Patterns ~

back

© 2013-2014. Developed by

Figure A.3: Editing of the Landsat Satellite dataset through ENN-rule (with £=3)

WebDR: A Web Workbench for Data Reduction

Editing | Data Reduction | k-Nearest Neighbour Classification

Preprocessing experimental measurements
for ENN on Landsat_Satellite dataset
Dataset files
Fold=1|Training set/ Testing set/Condensing set|
Fold=2 Testing set|Condensing set|
Fold=3 Testing set|Condensing set|
Fold=4| Testing set|Condensing set; Select method
Fold=5|Training set{Testing set/Condensing set| AIB2 L
Classes: 6 CNN
Attributes: 36 ERHC Method's Parameter (If any):
ERHC2 | ]
Fold|Items|Items in Edited setDistance Computations » ]PBSZC | » *Read me
1 /5148 4677 13248378.000 = =
2 [5148 4682 13248378.000 Build condensing set |
3 5148 4673 13248378.000 RHC2 15
4 [ 5148 4695 13248378.000 RSP3
5 5148 4683 13248378.000 RkM [
Averages
Prototypes/ Reduction Distance
Representatives Rate Computations
4682.000 9.052 13248378.000
End ENN experiments (delete temporary files) ‘

© 2013-2014. Developed by

Figure A.4: Results of ENN-rule and data abstraction through RHC
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WebDR: A Web Workbench for Data Reduction

Editing | Data Reduction | k-Nearest Neighbour Classification

Preprocessing experimental measurements
for RHC on Landsat_Satellite dataset

Dataset files
Fold=1|Training set/ Testing set/Condensing set|
Fold=2|Training set|Testing set|Condensing set|
Fold=3|Training set|Testing set/Condensing set|
Fold=4|Training set|Testing set/Condensing set|
Fold=5|Training set|Testing set/Condensing set|

Classes: 6
Attributes: 36

kvalue:|1 2|
Prototypes/ Distance »
Fold|Items E N
Representatives Computations @
1 | 4677 244 1426087
2 | 4682 242 1814746
3 | 4673 257 2175027
4 | 4695 268 1927169
5 | 4683 253 1303036
Averages

Prototypes/ Reduction Distance

Representatives Rate Computations

252.800 94.602 1729213.000

[ End RHC experiments (delete temporary files) |

© 2013-2014. Developed by

Figure A.5: Results of RHC and selection of £ = 1 for the classification step

WebDR: A Web Workbench for Data Reduction

Editing | Data Reduction | k-Nearest Neighbour Classification

Preprocessing experimental measurements
for RHC on Landsat_Satellite dataset
Dataset files
Fold=1|Training set| Testing set/Condensing set ‘ Experimental measurements for
Fold=2|Training set/ Testing set|Condensing set| Landsat_Satellite dataset
Fold=3|Training set/ Testing set/Condensing set|
Fold=4|Training set| Testing set/Condensing set| Classes: 6
Fold=5|Training set| Testing set|Condensing set| Attributes: 36
Classes: 6 Fold Training/Testing | Classification Distance
Attributes: 36 Items Accuracy Computations
1 244/1287 88.345 314028
Prototypes, Distance 2 242/1287 88.7335 311454
[Falte] ey Representatives Computations 3 257/1287 89.5882 330759
1 14677 244 1426087 4 268/1287 89.4328 344916
2 | 4682 242 1814746 S 253/1287 89,5882 325611
3 | 4673 257 2175027
4 | 4695 268 1927169 Averages
5 | 4683 253 1303036 Classification Accuraw|Distance Computations|
89.138 I 325353.600
Averages
Prototypes/ Reduction Distance
Representatives Rate Computations
252.800 94.602 1729213.000
Go back and re-run classifier with different k value | End RHC experiments (delete temporary files) |

©® 2013-2104. Developed by

Figure A.6: Results of the k-NN classification
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Appendix B

Publications

B.1 Journals

1. Stefanos Ougiaroglou, Georgios Evangelidis, “RHC: Non-parametric cluster-based
data reduction for efficient £-NN classification”, Pattern Analysis and Applications,

Springer, accepted with minor revision, revision is under review (Impact factor: 0.814)

2. Stefanos Ougiaroglou, Georgios Evangelidis, “Efficient k-NN classification based on

homogeneous clusters”, Artificial Intelligence Review, Springer (Impact factor: 1.565)

3. Stefanos Ougiaroglou, Georgios Evangelidis, “Efficient data abstraction using weighted
IB2 prototypes”, Computer Science and Information Systems (ComSIS), accepted, to

appear (Impact factor: 0.549)

4. Stefanos Ougiaroglou, Georgios Evangelidis, Dimitris A. Dervos “FHC: An adaptive fast
hybrid method for k-NN classification”, Logic Journal of the IGPL, Oxford journals,

accepted with major revision, revision is under review (Impact factor: 1.136)

5. Stefanos Ougiaroglou, Georgios Evangelidis, “Efficient editing and data abstraction by

finding homogeneous clusters”, under review
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B.2

B.3

Book chapters

. Stefanos Ougiaroglou, Leonidas Karamitopoulos, Christos Tatoglou, Georgios Evange-

lidis, Dimitris A. Dervos, “Applying prototype selection and abstraction algorithms
for efficient time series classification”, In “Artificial Neural Networks - Methods and
Applications in Bio-/Neuroinformatics (Series in Bio-/Neuroinformatics)”, Springer, ac-

cepted, to appear

Conferences

. Stefanos Ougiaroglou, Georgios Evangelidis, “EHC: Non-parametric editing by finding

homogeneous clusters”, In proceedings of 8th International Symposium on Founda-
tions of Information and Knowledge Systems (FoIKS 2014), Springer/LNCS, accepted,

Bordeaux, France, 2014

. Stefanos Ougiaroglou, Georgios Evangelidis, “WebDR: A Web Workbench for Data

Reduction”, In proceedings of the European Conference on Machine Learning and
Principles and Practice of Knowledge Discovery in Databases (ECML/PKDD 2014),
Springer/LNAI, demo paper, accepted, Nancy, France, 2014

Stefanos Ougiaroglou, Georgios Evangelidis, “AIB2: An abstraction data reduction
technique based on IB2”, In proceedings of 6th Balkan Conference in Informatics (BCI
2013), ACM ICPS, pp. 13-16, Thessaloniki, Greece, 2013

Stefanos Ougiaroglou, Leonidas Karamitopoulos, Christos Tatoglou, Georgios Evange-
lidis, Dimitris A. Dervos, “Applying general-purpose data reduction techniques for
fast time series classification”, In proceedings of 23rd International Conference on Ar-
tificial Neural Networks (ICANN 2013), Springer/LNCS 8131, pp. 34-41, Sofia, Bulgaria,
2013

. Stefanos Ougiaroglou, Georgios Evangelidis, “A fast hybrid £-NN classifier based on

homogeneous clusters”, In proceedings of 8th IFIP WG12.5 International Conference on
Artificial Intelligence Applications and Innovations (AIAI 2012), IFIP AICT 381, Springer,
pp. 327-336, Halkidiki, Greece, 2012
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10.

11.

Stefanos Ougiaroglou, Georgios Evangelidis, “Efficient dataset size reduction by find-
ing homogeneous clusters”, In proceedings of 5th Balkan Conference in Informatics
(BCI 2012), ACM ICPS, pp. 168-173, Novi Sad, Serbia, 2012

. Stefanos Ougiaroglou, Georgios Evangelidis, “Fast and accurate k-nearest neighbour

classification using prototype selection by clustering”, In proceedings of 16th Panhel-
lenic Conference on Informatics (PCI 2012), IEEE CPS, pp. 168-173, Piraeus, Greece,
2012

Stefanos Ougiaroglou, Georgios Evangelidis, Dimitris A. Dervos, “An adaptive hybrid
and cluster-based model for speeding up the k-NN classifier”, In proceedings of
7th International Conference on Hybrid Artificial Intelligence Systems (HAIS 2012),
Springer/LNCS 7209, pp. 163-175, Salamanca, Spain, 2012

Stefanos Ougiaroglou, Georgios Evangelidis, “A simple noise-tolerant abstraction al-
gorithm for fast £-NN classification”, In proceedings of 7th International Conference
on Hybrid Artificial Intelligence Systems (HAIS 2012), Springer/LNCS 7209, pp.210-221,

Salamanca, Spain, 2012

Stefanos Ougiaroglou, Georgios Evangelidis, Dimitris A. Dervos, “A fast hybrid classi-
fication algorithm based on the minimum distance and the k-NN classifiers”, In pro-
ceedings of 4th International Conference on SImilarity Search and APplications (SISAP
2011, ACM), pp. 97-104, Lipari island, Italy, 2011

Stefanos Ougiaroglou, Georgios Evangelidis, Dimitris A. Dervos, “An extensive exper-
imental study on the cluster-based reference set reduction for speeding-up the k-
NN classier”, In proceeding of International Conference on Integrated Information, IC-
ININFO 2011, pp. 12-15, Kos island, Greece, 2011
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